Matrix reexpression for simple linear regression:

Consider our simple regression model:

Y; = Bo + B1X; + €

This could be written out as:

Y1 = B0+ B1X1 + €1

Yo = Bo+ B1Xo + €5

Y, = BO +51Xn‘|‘€n

Now, define
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My equations could be written as:
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Y =X03+4¢€
or as
Y =FE(Y)+e€
because
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Defining the Variance-Covariance Matrix:

Suppose I have a random vector ¥ =

Let 02(Y;) be the variance of Y;;

a(Yi,Yj) be the covariance of Y; and Y3, i.e.,
o(Y;, Y;) = E(YY;) — E(Y)E(Y;) =

E[(Y; — E(Y;))(Y; — E(Y)))]

Variance-Covariance Matrix:

o2(Y1) o(Y1,Y2) ... o(Y1,Yn)

2y) = | 72 71) o?(Y2) ... o(Ya,Yy)

a(YT;,Yl) o(Yn,Ys) ... 02(.Yn)



E[(Y — E(Y))(Y — E(Y))]

Remember that the expectation operator, E(-),

just means to take the expectation of each en-
try.

Thus, the simple regression model can be re-
stated as:

Y = X3 +k¢,

where € is a vector of independent normal ran-
dom variables with

E(e) =0 and o2(€) = 0?1



The regression coefficients can be obtained as
the solution to the normal equation:

X' X)b=XY

where b = [ bo ]
b1

or
b= (X X)Xy
This minimizes

(Y — Xb) (Y — Xb)



Fitted values:
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Computations:
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Residuals:

Y = X3+ € : original model

Y = Xb+ e : fitted model

So, Y-Xb=e=Y - X(X X)"l1X'Y =
I-X(X'xX)"1x"Y=U-HY

H = X(X'X)"1X is called the “hat’ matrix;

HH = H and is thus referred to as “idempo-
tent”



