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Preface

SPSS Statistics 17.0 is a comprehensive system for analyzing data. The Decision Trees
optional add-on module provides the additional analytic techniques described in this
manual. The Decision Trees add-on module must be used with the SPSS Statistics 17.0
Base system and is completely integrated into that system.

Installation

To install the Decision Trees add-on module, run the License Authorization Wizard
using the authorization code that you received from SPSS Inc. For more information,
see the installation instructions supplied with the Decision Trees add-on module.

Compatibility

SPSS Statistics is designed to run on many computer systems. See the installation
instructions that came with your system for specific information on minimum and
recommended requirements.

Serial Numbers

Your serial number is your identification number with SPSS Inc. You will need this
serial number when you contact SPSS Inc. for information regarding support, payment,
or an upgraded system. The serial number was provided with your Base system.

Customer Service

If you have any questions concerning your shipment or account, contact your loca
office, listed on the Web site at http: //mwww.spss.com/worldwide. Please have your
serial number ready for identification.



Training Seminars

SPSS Inc. provides both public and onsite training seminars. All seminars feature
hands-on workshops. Seminars will be offered in major cities on aregular basis.
For more information on these seminars, contact your local office, listed on the Web
site at http://mww.spss.com/wor | dwide.

Technical Support

Technica Support services are available to maintenance customers. Customers may
contact Technical Support for assistance in using SPSS Statistics or for installation
help for one of the supported hardware environments. To reach Technical Support,
see the Web site at http: //mww.spss.com, or contact your local office, listed on the
Web site at http://mwww.spss.com/worldwide. Be prepared to identify yourself, your
organization, and the serial number of your system.

Additional Publications

The SPSS Satistical Procedures Companion, by Marija Norusis, has been published
by Prentice Hall. A new version of this book, updated for SPSS Statistics 17.0,
is planned. The SPSS Advanced Statistical Procedures Companion, aso based
on SPSS Statistics 17.0, is forthcoming. The SPSS Guide to Data Analysis for
SPSS Statistics 17.0 is aso in development. Announcements of publications
available exclusively through Prentice Hall will be available on the Web site at
http://mww.spss.com/estore (select your home country, and then click Books).
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Chapter
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The Decision Tree procedure creates a tree-based classification model. It classifies
cases into groups or predicts values of a dependent (target) variable based on values
of independent (predictor) variables. The procedure provides validation tools for
exploratory and confirmatory classification analysis.

The procedure can be used for:

Segmentation. |dentify persons who are likely to be members of a particular group.

Stratification. Assign cases into one of several categories, such as high-, medium-,
and low-risk groups.

Prediction. Create rules and use them to predict future events, such as the likelihood
that someone will default on aloan or the potential resale value of avehicle or home.

Data reduction and variable screening. Select a useful subset of predictors from alarge
set of variables for use in building aformal parametric model.

Interaction identification. |dentify relationships that pertain only to specific subgroups
and specify these in aformal parametric mode.

Category merging and discretizing continuous variables. Recode group predictor
categories and continuous variables with minimal loss of information.

Example. A bank wants to categorize credit applicants according to whether or not they
represent areasonable credit risk. Based on various factors, including the known credit
ratings of past customers, you can build a model to predict if future customers are
likely to default on their loans.

A tree-based analysis provides some attractive features:
m |t alowsyou to identify homogeneous groups with high or low risk.
m It makesit easy to construct rules for making predictions about individual cases.

Data Considerations

Data. The dependent and independent variables can be:

®  Nominal. A variable can be treated as nominal when its values represent categories
with no intrinsic ranking (for example, the department of the company in which
an employee works). Examples of nominal variables include region, zip code,
and religious affiliation.
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m Ordinal. A variable can be treated as ordinal when its values represent categories
with some intrinsic ranking (for example, levels of service satisfaction from
highly dissatisfied to highly satisfied). Examples of ordinal variables include
attitude scores representing degree of satisfaction or confidence and preference
rating scores.

m  Scale. A variable can be treated as scale when its values represent ordered
categories with a meaningful metric, so that distance comparisons between values
are appropriate. Examples of scale variables include age in years and income
in thousands of dollars.

Frequency weights If weighting isin effect, fractional weights are rounded to the
closest integer; so, cases with aweight value of less than 0.5 are assigned aweight of 0
and are therefore excluded from the analysis.

Assumptions. This procedure assumes that the appropriate measurement level has been
assigned to al analysis variables, and some features assume that all values of the
dependent variable included in the analysis have defined value labels.

m  Measurement level. Measurement level affects the tree computations; so, all
variables should be assigned the appropriate measurement level. By default,
numeric variables are assumed to be scale and string variables are assumed to be
nominal, which may not accurately reflect the true measurement level. Anicon
next to each variable in the variable list identifies the variable type.

& s

p
él ' Nominal
D:i Ordinal

You can temporarily change the measurement level for a variable by right-clicking
the variable in the source variable list and selecting a measurement level from the
context menu.

m Value labels. The dialog box interface for this procedure assumes that either all
nonmissing values of a categorica (nominal, ordinal) dependent variable have
defined value labels or none of them do. Some features are not available unless
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at least two nonmissing values of the categorical dependent variable have value
labels. If at least two nonmissing values have defined value |abels, any cases with
other values that do not have value labels will be excluded from the analysis.

To Obtain Decision Trees

» From the menus choose:

Analyze
Classify
Tree...
Figure 1-2
Decision Tree dialog box
=
Yariahles: Dependent Variahle:
‘ * | |&) Credit rating [Credit_r.. | | Dutput.. |
| Categories.. | | Yalidation... |
| Criteria... |
Independent Yariables: |?|
7 Age [Age]
,{I Incarme level [Incarme] | Cptions... |

——  |&" Mumber of credit car...
‘ v | & Education [Educatian]
Carloans [Car_loans]

[]Earce firstvariable

Influence Yatiable:

i |
Right click on & variahle to ) )
change its measurement (G ITETEG
level in the Variakles list |CHAID M
| ok || paste || Reset || cancel || Hep |

» Select adependent variable.
» Select one or more independent variables.

» Select a growing method.
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Optionally, you can:
m Change the measurement level for any variable in the source list.

m  Forcethefirst variable in the independent variables list into the model as the first
split variable.

m  Sdect an influence variable that defines how much influence a case has on the
tree-growing process. Cases with lower influence values have less influence; cases
with higher values have more. Influence variable values must be positive.

m Validate the tree.
m  Customize the tree-growing criteria

m  Savetermina node numbers, predicted values, and predicted probabilities as
variables.

m  Savethe model in XML (PMML) format.

Changing Measurement Level
Right-click the variable in the source list.

Select a measurement level from the pop-up context menu.

This changes the measurement level temporarily for usein the Decision Tree procedure.

Growing Methods

The available growing methods are:

CHAID. Chi-squared Automatic Interaction Detection. At each step, CHAID choosesthe
independent (predictor) variable that has the strongest interaction with the dependent
variable. Categories of each predictor are merged if they are not significantly different
with respect to the dependent variable.

Exhaustive CHAID. A modification of CHAID that examines all possible splits for each
predictor.

CRT. Classification and Regression Trees. CRT splits the data into segments that are
as homogeneous as possible with respect to the dependent variable. A terminal node
in which all cases have the same value for the dependent variable is a homogeneous,
"pure” node.
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QUEST. Quick, Unbiased, Efficient Statistical Tree. A method that is fast and avoids
other methods' bias in favor of predictors with many categories. QUEST can be
specified only if the dependent variable is nominal.

There are benefits and limitations with each method, including:

CHAID* CRT QUEST
Chi-square-based** X
Surrogate independent (predictor) X X
variables
Tree pruning X X
Multiway node splitting X
Binary node splitting X X
Influence variables X X
Prior probabilities X X
Misclassification costs X X X
Fast calculation X X

*|ncludes Exhaustive CHAID.

** QUEST also uses a chi-square measure for nominal independent variables.
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Selecting Categories

Figure 1-3
Categories dialog box

Categories
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| 2
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‘response’ would be the target category,

[ Continue H Cancel ” Help

For categorical (nominal, ordinal) dependent variables, you can:
m  Control which categories are included in the analysis.
m |dentify the target categories of interest.

Including/Excluding Categories

You can limit the analysis to specific categories of the dependent variable.

m  Cases with values of the dependent variable in the Exclude list are not included in
the analysis.

m  For nominal dependent variables, you can aso include user-missing categoriesin
the analysis. (By default, user-missing categories are displayed in the Excludelist.)
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Target Categories

Selected (checked) categories are treated as the categories of primary interest in the
analysis. For example, if you are primarily interested in identifying those individuals
most likely to default on aloan, you might select the “bad” credit-rating category as
the target category.

m Thereisno default target category. If no category is selected, some classification
rule options and gains-related output are not available.

m |If multiple categories are selected, separate gains tables and charts are produced
for each target category.

m Designating one or more categories as target categories has no effect on the tree
model, risk estimate, or misclassification results.

Categories and Value Labels

This dialog box requires defined value labels for the dependent variable. It is not
available unless at least two values of the categorical dependent variable have defined
value labels.

To Include/Exclude Categories and Select Target Categories

In the main Decision Tree dialog box, select a categorical (nominal, ordinal) dependent
variable with two or more defined value labels.

» Click Categories.
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Figure 1-4

Validation dialog box

Creating Decision Trees
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Validation allows you to assess how well your tree structure generalizes to alarger
population. Two validation methods are available: crossvalidation and split-sample

validation.
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Crossvalidation

Crossvalidation divides the sample into a number of subsamples, or folds. Tree models
are then generated, excluding the data from each subsamplein turn. Thefirst treeis
based on all of the cases except those in the first sample fold, the second tree is based
on al of the cases except those in the second sample fold, and so on. For each tree,
misclassification risk is estimated by applying the tree to the subsample excluded in
generating it.
m  You can specify a maximum of 25 sample folds. The higher the value, the fewer
the number of cases excluded for each tree model.

m Crossvalidation produces a single, fina tree model. The crossvalidated risk
estimate for the final treeis calculated asthe average of therisksfor al of thetrees.

Split-Sample Validation

With split-sample validation, the model is generated using a training sample and tested
on a hold-out sample.

®m  You can specify atraining sample size, expressed as a percentage of the total
sample size, or avariable that splits the sample into training and testing samples.

m If you use a variable to define training and testing samples, cases with a value
of 1 for the variable are assigned to the training sample, and al other cases are
assigned to the testing sample. The variable cannot be the dependent variable,
weight variable, influence variable, or aforced independent variable.

m  You can display results for both the training and testing samples or just the testing
sample.

m  Split-sample validation should be used with caution on small data files (datafiles
with asmall number of cases). Small training sample sizes may yield poor models,
since there may not be enough cases in some categoriesto adequately grow the tree.

Tree-Growing Criteria

The available growing criteria may depend on the growing method, level of
measurement of the dependent variable, or a combination of the two.
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Growth Limits

Figure 1-5
Criteria dialog box, Growth Limits tab

ﬁ Criteria

Growth Limits CHAID | Intervals

Maximum Tree Depth Minimum Number of Cases

(5) Automatic Parent Node:

The maximum number of levels is 3 (Clt] (Y=t 200
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() Custam

[_continue || cancet || Hew |

The Growth Limits tab allows you to limit the number of levelsin the tree and control
the minimum number of cases for parent and child nodes.

Maximum Tree Depth. Controls the maximum number of levels of growth beneath the
root node. The Automatic setting limits the tree to three levels beneath the root node
for the CHAID and Exhaustive CHAID methods and five levels for the CRT and
QUEST methods.

Minimum Number of Cases. Controls the minimum numbers of cases for nodes. Nodes
that do not satisfy these criteria will not be split.

®m  Increasing the minimum values tends to produce trees with fewer nodes.
m  Decreasing the minimum values produces trees with more nodes.
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For data files with a small number of cases, the default values of 100 cases for parent
nodes and 50 cases for child nodes may sometimes result in trees with no nodes
below the root node; in this case, lowering the minimum values may produce more

useful results.
CHAID Criteria
Figure 1-6
Criteria dialog box, CHAID tab
E Criteria
Growth Limits | GHAID | Intervals
Significance Level For Chi-Square Statistic
Spliting Nodes: (%) Pearson
Merging Gategaries: () Likelihood Ratio

Muodel Estimation
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Magimum Mumber of 100 M= !
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Minirnurm Change in 0.001 DAIIDﬂrespliﬂing of merged

Expected Cell Freguencies; categories within a node
Ccontrwe || [ cancet || Hew |

For the CHAID and Exhaustive CHAID methods, you can control:

Significance Level. You can control the significance value for splitting nodes and
merging categories. For both criteria, the default significance level is 0.05.

m  For splitting nodes, the value must be greater than 0 and lessthan 1. Lower values
tend to produce trees with fewer nodes.

m  For merging categories, the value must be greater than 0 and less than or equal to
1. To prevent merging of categories, specify avalue of 1. For a scale independent
variable, this means that the number of categories for the variable in the final tree
is the specified number of intervals (the default is 10). For more information, see
Scale Intervals for CHAID Analysis on p. 14.
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Chi-Square Statistic. For ordinal dependent variables, chi-square for determining node
splitting and category merging is calculated using the likelihood-ratio method. For
nominal dependent variables, you can select the method:

m Pearson. This method provides faster calculations but should be used with caution
on small samples. Thisis the default method.

m Likelihood ratio. This method is more robust that Pearson but takes longer to
calculate. For small samples, thisis the preferred method.

Model Estimation. For nominal and ordinal dependent variables, you can specify:

m  Maximum number of iterations. The default is 100. If the tree stops growing because
the maximum number of iterations has been reached, you may want to increase the
maximum or change one or more of the other criteriathat control tree growth.

®  Minimum change in expected cell frequencies. The value must be greater than 0
and lessthan 1. The default is 0.05. Lower values tend to produce trees with
fewer nodes.

Adjust significance values using Bonferroni method. For multiple comparisons,
significance values for merging and splitting criteria are adjusted using the Bonferroni
method. Thisis the default.

Allow resplitting of merged categories within a node. Unless you explicitly prevent
category merging, the procedure will attempt to merge independent (predictor) variable
categories together to produce the simplest tree that describes the model. This option
allows the procedure to resplit merged categories if that provides a better solution.
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Scale Intervals for CHAID Analysis

Figure 1-7
Criteria dialog box, Intervals tab

E Criteria

Growth Limits CHAID | Intervals

Intervals for Scale Independent Variables
() Eixed Murmber
(3) Custam

Intervals

Variahle Intervals
Ale 10

|J| Cancel || Help |

In CHAID analysis, scale independent (predictor) variables are always banded into
discrete groups (for example, 0-10, 11-20, 21-30, etc.) prior to analysis. You can
control the initial/maximum number of groups (although the procedure may merge
contiguous groups after the initial split):

m  Fixed number. All scale independent variables are initially banded into the same
number of groups. The default is 10.

m Custom. Each scale independent variable isinitially banded into the number of
groups specified for that variable.

To Specify Intervals for Scale Independent Variables
In the main Decision Tree dialog box, select one or more scale independent variables.
For the growing method, select CHAID or Exhaustive CHAID.

Click Criteria.

vV v . v.v

Click the Intervals tab.
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In CRT and QUEST analysis, all splits are binary and scale and ordinal independent
variables are handled the same way; so, you cannot specify a number of intervals
for scale independent variables.

CRT Criteria
Figure 1-8
Criteria dialog box, CRT tab
@ Criteria
Growth Limits | CRET | Pruning | Surrogates
Impurity Measure
(2) Gini

Splits are found that maximize the homogeneity of child nodes with respectto
the walue ofthe target variable.

() Twaoing
Categories ofthe dependent variable are grouped into two subclasses. Splits
are found that best separate the two groups.

Minimum Change in Improvement.  |0.0001 Large values tend to yield smaller trees.

|| Continue ||| Cancel || Help |

The CRT growing method attempts to maximize within-node homogeneity. The extent
to which a node does not represent a homogenous subset of casesis an indication of
impurity. For example, aterminal node in which all cases have the same value for the
dependent variable is a homogenous node that requires no further splitting because it
is “pure.”

You can select the method used to measure impurity and the minimum decrease in
impurity required to split nodes.

Impurity Measure. For scale dependent variables, the least-squared deviation (L SD)
measure of impurity is used. It is computed as the within-node variance, adjusted for
any frequency weights or influence values.
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For categorical (nominal, ordinal) dependent variables, you can select the impurity
measure:

m  Gini. Splits are found that maximize the homogeneity of child nodes with respect
to the value of the dependent variable. Gini is based on squared probabilities of
membership for each category of the dependent variable. It reaches its minimum
(zero) when all casesin anode fall into a single category. Thisis the default
measure.

m Twoing. Categories of the dependent variable are grouped into two subclasses.
Splits are found that best separate the two groups.

m  Ordered twoing. Similar to twoing except that only adjacent categories can be
grouped. This measure is available only for ordinal dependent variables.

Minimum change in improvement. Thisis the minimum decrease in impurity required to
split anode. The default is 0.0001. Higher values tend to produce trees with fewer
nodes.

QUEST Criteria

Figure 1-9
Criteria dialog box, QUEST tab

@ Criteria

Growth Limits QAUEST | Fruning Surrogates

Significance Level far Splitting Modes:

An independent variable cannot be used to split a node unless its significance value
is less than or equal to the level you specify.

||| Cancel || Help
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For the QUEST method, you can specify the significance level for splitting nodes.
An independent variable cannot be used to split nodes unless the significance level
isless than or equal to the specified value. The value must be greater than 0 and less
than 1. The default is 0.05. Smaller values will tend to exclude more independent
variables from the final model.

To Specify QUEST Criteria
» Inthe main Decision Tree dialog box, select a nominal dependent variable.
» For the growing method, select QUEST.
» Click Criteria.

» Click the QUEST tab.

Pruning Trees

Figure 1-10
Criteria dialog box, Pruning tab

@ Criteria

Growth Limits QAUEST | Pruning Surrogates

Erune tree to avoid overfitting

Maximum Difference in Risk {in Standard Errors):

After the tree is grown to its Tull depth, pruning trims the tree down to the smallest
subtree that has an acceptahle riskvalue.

Enter the maximum acceptable difference in risk hetweaen the pruned tree and the
subtree with the smallest risk.

To produce a simpler tree, increase the maximum difference. To select the subtree
with the smallest risk, enter 0.

||| Cancel || Help
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With the CRT and QUEST methods, you can avoid overfitting the model by pruning
the tree: the tree is grown until stopping criteria are met, and then it is trimmed
automatically to the smallest subtree based on the specified maximum differencein
risk. Therisk valueis expressed in standard errors. The default is 1. The value must be
non-negative. To obtain the subtree with the minimum risk, specify 0.

Pruning versus Hiding Nodes

When you create a pruned tree, any nodes pruned from the tree are not available in the
final tree. You can interactively hide and show selected child nodes in the final tree,
but you cannot show nodes that were pruned in the tree creation process. For more
information, see Tree Editor in Chapter 2 on p. 48.

Surrogates

Figure 1-11
Criteria dialog box, Surrogates tab

E Criteria

Growth Limits CRT | Pruning Surrogates

Maximum Number of Surrogates
(2) Automatic (one fewer than the number of independent variables)

() Custam:

Surrogates are used to classify cases that have missing values on independent variahles
used in the tree. Specify the maximum number of surrogates to compute for each split

|| Continue ||| Cancel || Help |

CRT and QUEST can use surrogates for independent (predictor) variables. For cases
in which the value for that variable is missing, other independent variables having high
associations with the origina variable are used for classification. These aternative
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predictors are called surrogates. You can specify the maximum number of surrogates
to use in the model.

m By default, the maximum number of surrogates is one less than the number of
independent variables. In other words, for each independent variable, al other
independent variables may be used as surrogates.

m If you don’t want the model to use surrogates, specify 0 for the number of
surrogates.

Options

Available options may depend on the growing method, the level of measurement
of the dependent variable, and/or the existence of defined value labels for values of
the dependent variable.

Misclassification Costs

Figure 1-12
Options dialog box, Misclassification Costs tab

& Options

Missing values | Missclassfication Costs | Profits

() Equal across categories

(3) Custom
Fredicted Category
Bad Good
Bad ] 2
Actual  \Good 1 i
Category
Fill Matrizx
Duplicate Lower Triangle ” Duplicate Upper Triangle || Use Average Cell Yalues

|J| Cancel || Help |
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For categorical (nominal, ordinal) dependent variables, misclassification costs allow
you to include information about the relative penalty associated with incorrect
classification. For example:

m  The cost of denying credit to a creditworthy customer islikely to be different from
the cost of extending credit to a customer who then defaults on the loan.

m  The cost of misclassifying an individual with a high risk of heart disease as low
risk is probably much higher than the cost of misclassifying alow-risk individual
as high-risk.

m  The cost of sending a mass mailing to someone who isn't likely to respond is
probably fairly low, while the cost of not sending the mailing to someone who is
likely to respond isrelatively higher (in terms of lost revenue).

Misclassification Costs and Value Labels

Thisdialog box is not available unless at |east two values of the categorical dependent
variable have defined value labels.

To Specify Misclassification Costs

In the main Decision Tree dialog box, select a categorical (nominal, ordinal) dependent
variable with two or more defined value labels.

Click Options.
Click the Misclassification Costs tab.
Click Custom.

Enter one or more misclassification costs in the grid. Values must be non-negative.
(Correct classifications, represented on the diagonal, are always 0.)

Fill Matrix. In many instances, you may want costs to be symmetric—that is, the cost of
misclassifying A as B is the same as the cost of misclassifying B as A. The following
controls can make it easier to specify a symmetric cost matrix:

m  Duplicate Lower Triangle. Copies valuesin the lower triangle of the matrix (below
the diagonal) into the corresponding upper-triangular cells.



21

Creating Decision Trees

m  Duplicate Upper Triangle. Copies valuesin the upper triangle of the matrix (above

the diagonal) into the corresponding lower-triangular cells.

m Use Average Cell Values. For each cell in each half of the matrix, the two values
(upper- and lower-triangular) are averaged and the average replaces both values.
For example, if the cost of misclassifying A asB is 1 and the cost of misclassifying

B as A is 3, then this control replaces both of those values with the average

(1+3)/2 = 2.

Profits
Figure 1-13

Options dialog box, Profits tab

ﬁ Options

() Mane
(3) Custom

Eevenue and Expense Yalues:

Missing Yalues | Missclassfication Costs

Revenue Expense Profit
Bad 10 12 -2.0
Good 100 5 950

Enter revenue and expense values for each categary. Profits are computed automatically.

[_continue |l |

Help

For categorical dependent variables, you can assign revenue and expense values to
levels of the dependent variable.

m  Profit is computed as revenue minus expense.
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vV v v VY

m  Profit values affect average profit and ROI (return on investment) values in gains
tables. They do not affect the basic tree model structure.

m  Revenue and expense values must be numeric and must be specified for al
categories of the dependent variable displayed in the grid.

Profits and Value Labels

This dialog box requires defined value labels for the dependent variable. It is not
available unless at least two values of the categorical dependent variable have defined
value labels.

To Specify Profits

In the main Decision Tree dialog box, select a categorical (nominal, ordinal) dependent
variable with two or more defined value labels.

Click Options.
Click the Profits tab.
Click Custom.

Enter revenue and expense values for all dependent variable categories listed in the
grid.
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Prior Probabilities

Figure 1-14
Options dialog box, Prior Probabilities tab

E Options

Mizsing Values Mizsclassfication Costs Profits | Prior Probahilities

() Obtain from training sample (empirical priors)

() Equal across categories

(3) Custom
Eriars:
Value
Bad i)
Good 74
Sum ofYalues: 100.0 Yalues are automatically normalized

[] Adjust priors using misclassification costs

|J| Cancel || Help |

For CRT and QUEST trees with categorical dependent variables, you can specify
prior probabilities of group membership. Prior probabilities are estimates of the
overall relative frequency for each category of the dependent variable prior to knowing
anything about the values of the independent (predictor) variables. Using prior
probabilities helps to correct any tree growth caused by data in the sample that is not
representative of the entire population.

Obtain from training sample (empirical priors). Use this setting if the distribution

of dependent variable values in the data file is representative of the population
distribution. If you are using split-sample validation, the distribution of casesin the
training sample is used.

Note: Since cases are randomly assigned to the training sample in split-sample
validation, you won’'t know the actual distribution of casesin the training samplein
advance. For more information, see Validation on p. 9.
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Equal across categories. Use this setting if categories of the dependent variable are
represented equally in the population. For example, if there are four categories,
approximately 25% of the cases are in each category.

Custom. Enter a non-negative value for each category of the dependent variable listed
in the grid. The values can be proportions, percentages, frequency counts, or any other
values that represent the distribution of values across categories.

Adjust priors using misclassification costs. |f you define custom misclassification costs,
you can adjust prior probabilities based on those costs. For more information, see
Misclassification Costs on p. 19.

Profits and Value Labels

This dialog box requires defined value labels for the dependent variable. It is not
available unless at least two values of the categorical dependent variable have defined
value labels.

To Specify Prior Probabilities

In the main Decision Tree dialog box, select a categorical (nominal, ordinal) dependent
variable with two or more defined value labels.

For the growing method, select CRT or QUEST.
Click Options.

Click the Prior Probabilities tab.
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Figure 1-15

Options dialog box, Scores tab

Creating Decision Trees

B Options

(=) Custom

Categaory Scores

Missclassfication Costs Profits Scores

() Use ardinal rank for each category

Value
Unskilled 1
SkKilled manual 4
Clerical 445
Professional 7
Management

Scores must be unigue across categories.

o ]|

cancel ||

Help

For CHAID and Exhaustive CHAID with an ordina dependent variable, you can
assign custom scores to each category of the dependent variable. Scores define the
order of and distance between categories of the dependent variable. You can use scores
to increase or decrease the relative distance between ordinal values or to change the

order of the values.

m Use ordinal rank for each category. The lowest category of the dependent variableis

assigned a score of 1, the next highest category is assigned a score of 2, and so
on. Thisisthe default.

m  Custom. Enter a numeric score value for each category of the dependent variable

listed in the grid.
Example
Value L abel Original Value Score
Unskilled 1 1
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Value Label Original Value Score
Skilled manual 2 4
Clerical 3 45
Professional 4 7
Management 5 6

m  The scoresincrease the relative distance between Unskilled and Skilled manual
and decrease the relative distance between Skilled manual and Clerical.

m  The scores reverse the order of Management and Professional.

Scores and Value Labels

This dialog box requires defined value labels for the dependent variable. It is not
available unless at least two values of the categorical dependent variable have defined
value labels.

To Specify Scores

In the main Decision Tree dialog box, select an ordinal dependent variable with two or
more defined value labels.

For the growing method, select CHAID or Exhaustive CHAID.
Click Options.

Click the Scores tab.
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Missing Values

Figure 1-16
Options dialog box, Missing Values tab

& Options

Missing Values | Missclassfication Costs | Profits

User-Missing Yalues of Nominal Independent WYariables

® lTreat a5 missing values

() Treat as valid values

Treatment of cases with missing values of independent variables depends an
the growing rmethod.

Far CHAID missing values are included in the tree-growing process as a
floating category that is allowed to merge with other categories in tree nodes.

For CRET and QUEST missing values excluded from the tree-growing process
hut are classified using surrogates.

| Continue || Cancel || Help |

The Missing Values tab controls the handling of nominal, user-missing, independent
(predictor) variable values.

m  Handling of ordinal and scale user-missing independent variable values varies
between growing methods.

m  Handling of nominal dependent variablesis specified in the Categories dialog box.
For more information, see Selecting Categorieson p. 7.

m For ordina and scale dependent variables, cases with system-missing or
user-missing dependent variable values are aways excluded.

Treat as missing values. User-missing values are treated like system-missing values.
The handling of system-missing values varies between growing methods.

Treat as valid values. User-missing values of nominal independent variables are treated
as ordinary values in tree growing and classification.
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Method-Dependent Rules

If some, but not all, independent variable values are system- or user-missing:

m  For CHAID and Exhaustive CHAID, system- and user-missing independent
variable values are included in the analysis as a single, combined category. For
scale and ordinal independent variables, the agorithms first generate categories
using valid values and then decide whether to merge the missing category with its
most similar (valid) category or keep it as a separate category.

m  For CRT and QUEST, cases with missing independent variable values are excluded
from the tree-growing process but are classified using surrogates if surrogates are
included in the method. 1f nominal user-missing values are treated as missing, they
are also handled in this manner. For more information, see Surrogates on p. 18.

To Specify Nominal, Independent User-Missing Treatment
In the main Decision Tree dialog box, select at least one nomina independent variable.
Click Options.

Click the Missing Values tab.
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Saving Model Information

Figure 1-17
Save dialog box

E Save

Saved Variables

[] Terminal nade number
[] Eredicted value
[ Predicted probakilities

Export Tree Model as XML
[] Training sample

[_continue J|| cancer || Hew |

You can save information from the model as variables in the working datafile, and you
can a'so save the entire model in XML (PMML) format to an externd file.

Saved Variables

Terminal node number. The terminal node to which each case is assigned. The value
is the tree node number.

Predicted value. The class (group) or vaue for the dependent variable predicted by
the model.

Predicted probabilities. The probability associated with the model’s prediction. One
variable is saved for each category of the dependent variable. Not available for scale
dependent variables.

Sample assignment (training/testing). For split-sample validation, this variable indicates
whether a case was used in the training or testing sample. The valueis 1 for the
training sample and O for the testing sample. Not available unless you have selected
split-sample validation. For more information, see Validation on p. 9.
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Export Tree Model as XML

You can save the entire tree model in XML (PMML) format. SmartScore and SPSS
Statistics Server (a separate product) can use this model file to apply the model
information to other data files for scoring purposes.

Training sample. Writes the model to the specified file. For split-sample validated trees,
thisisthe model for the training sample.

Test sample. Writes the model for the test sample to the specified file. Not available
unless you have selected split-sample validation.
Output

Available output options depend on the growing method, the measurement level of the
dependent variable, and other settings.



31

Creating Decision Trees

Tree Display
Figure 1-18
Output dialog box, Tree tab
" =y
@ Qutput
Tree | Statistics | Plots | Rules
Display
Orientation: (@ Top down
() Left to right
) Rightto left
MNode Contents: %) Tahle
() Chart

() Tahle and chart

()

Scale: (=) Automatic (reduces scale for large frees)
() Custom
Independent variable statistics
Mode definitions
[]Tree in table format
| Continue “ Cancel || Help |

You can control the initial appearance of the tree or completely suppress the tree
display.

Tree. By default, the tree diagram isincluded in the output displayed in the Viewer.
Deselect (uncheck) this option to exclude the tree diagram from the output.

Display. These options control the initial appearance of the tree diagram in the Viewer.
All of these attributes can also be modified by editing the generated tree.

m Orientation. The tree can be displayed top down with the root node at the top, left
to right, or right to left.
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Node contents. Nodes can display tables, charts, or both. For categorical dependent
variables, tables display frequency counts and percentages, and the charts are bar
charts. For scale dependent variables, tables display means, standard deviations,
number of cases, and predicted values, and the charts are histograms.

Scale. By default, large trees are automatically scaled down in an attempt to fit the
tree on the page. You can specify a custom scale percentage of up to 200%.

Independent variable statistics. For CHAID and Exhaustive CHAID, statistics
include F value (for scale dependent variables) or chi-square value (for categorical
dependent variables) as well as significance value and degrees of freedom. For
CRT, the improvement value is shown. For QUEST, F, significance value, and
degrees of freedom are shown for scale and ordinal independent variables; for
nominal independent variables, chi-square, significance value, and degrees of
freedom are shown.

Node definitions. Node definitions display the value(s) of the independent variable
used at each node split.

Tree in table format. Summary information for each node in the tree, including parent

node number, independent variable statistics, independent variable value(s) for the
node, mean and standard deviation for scale dependent variables, or counts and
percentages for categorical dependent variables.
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Figure 1-19
Tree in table format
B Goodd Total Pritnary Independent “ariable
Predicted | Parent Chi- Split
Mode I Percernt i) Percernt i) Percent | Category Mode “ariable Sig. Sojuare of Walues
u] 1020 41.4% | 1444 55.6% 2464 | 1000% | Good
1 Inizatme:
454 §21% 99 17.9% 553 22.4% | Bad u] level noo - | BE2.457 2 | ==Low
2 476 | 420% | 658 | s80% | 1134 | 460% | Good o [Meome | pog |eezasy | oz | Lo
level Medium]
? a0 | 116% | Ba7 | se4w | 77 | 3.5% | Good o |MSOme | pog |eszast | o2 |7
leseel hiecdium
4 Mumber 5or
422 96 7% 322 43.3% T44 30.2% | Bad 2 | of credt oo (193413 1 fmore
cards
5 Mumber Less
a4 13.8% 336 86.2% 390 15.8% | Good 2 | of credit oo (1934413 1 than 5
cards
-1 Mumber 5or
g0 17 6% 375 52.4% 455 18.5% | Good 3 | of credt oo 38.587 1 more
cards
7 Mumber Less
10 31% 3z 95.9% 322 13.1% | Good 3 | of credi oo 35.587 1 than 5
cards
g == 25,
211 80.8% 50 19.2% 261 10.6% | Bad 4 | Age nag 95.293 1 a7
9 211 43.7% 22 96.3% 453 19.6% | Good 4 | Age alun) 95,299 1 | =28079
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Statistics
Figure 1-20
Output dialog box, Statistics tab
- =
£ Qutput
Tree l Statistics ] Plots | Rules |
~Model -Mode Performance
[¥] Summary [¥] Surmary
[¥] Risk [+] By target category

[v] Classification tahle

Cost, prior probahility, score,

L and profit values Rows: Terminal Modes +
Sort -

Percentile |1D%
Incrament:

- |

[] Display cumulative statistics
rindependent Yariables

[ Importance to model
[] Surrogates by split

[ Continue ” Cancel ” Help ]

Available statistics tables depend on the measurement level of the dependent variable,
the growing method, and other settings.

Model

Summary. The summary includes the method used, the variables included in the model,
and the variables specified but not included in the model.
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Figure 1-21
Model summary table

Specifications

Grovying Method
Dependent “aria
Independernt *ari

Walidation

bile
ahles

Mazitnum Tree Depth
Minimum Cases in Parent

Mode

Minitnum Cases in Child Mode
Rezutts Independert % ari

Inzluced

ahles

Mumber of Modes:

Mumber of Terminal Modes

Cepth

CHaID
Crecit rating

Age, Income, Credt cards,
Education, Car loans

MOMNE

3
400
200

Age, Income, Credit cards
10
E
3
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Risk. Risk estimate and its standard error. A measure of the tre€’s predictive accuracy.

For categorical dependent variables, the risk estimate is the proportion of cases
incorrectly classified after adjustment for prior probabilities and misclassification

costs.

For scale dependent variables, the risk estimate is within-node variance.

Classification table. For categorical (nominal, ordinal) dependent variables, this table
shows the number of cases classified correctly and incorrectly for each category of the

dependent variable. Not available for scale dependent variables.

Figure 1-22
Risk and classification tables
Risk
E=timate Stel. Ervor
205 005

Growing Method: CHAID

Dependert Yariable: Credit rating

Classification

Predicted
Ohserved Bal Good Percert Correct
B BES 3535 65.2%
Good 149 1293 §9.7%
Ovwerall Percentage 330% 67 0% 79.5%

Growving Method: CHAID
Dependent Yariable: Credit rating
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Cost, prior probability, score, and profit values. For categorical dependent variables, this
table shows the cost, prior probability, score, and profit values used in the analysis.
Not available for scale dependent variables.

Independent Variables

Importance to model. For the CRT growing method, ranks each independent (predictor)
variable according to its importance to the model. Not available for QUEST or
CHAID methods.

Surrogates by split. For the CRT and QUEST growing methods, if the model includes
surrogates, lists surrogates for each split in the tree. Not available for CHAID methods.
For more information, see Surrogates on p. 18.

Node Performance

Summary. For scale dependent variables, the table includes the node number, the
number of cases, and the mean value of the dependent variable. For categorica
dependent variables with defined profits, the table includes the node number, the
number of cases, the average profit, and the ROI (return on investment) values. Not
available for categorical dependent variables without defined profits. For more
information, see Profits on p. 21.
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Gain summary tables for nodes and percentiles

Gain Summary for Hodes

Mode il Percent Profit ROl

7 322 131% 77826 37T 4%

5 390 15.8% T0.308 308.8%

B 455 185% E7 62 287 9%

g 483 19.6% 49420 172.0%

g 261 10.6% 23410 64.7%

1 553 224% 22552 B1.9%

Gain Summary for Percentiles

Percentils Modes il Prafit ROl
10 T 245 TTE26 37 4%
20 7.5 493 75218 352.0%
30 5,6 739 73485 336.2%
40 5] 956 T2036 323.4%
a0 B; 9 1232 70205 307.9%
&0 9 1475 EE.745 280.6%
70 a; 8 1725 E3134 254 4%
a0 g1 1971 58149 221 6%
a0 1 2218 24183 197 9%
100 1 2464 51.023 180.4%

Creating Decision Trees

By target category. For categorical dependent variables with defined target categories,
the table includes the percentage gain, the response percentage, and the index
percentage (lift) by node or percentile group. A separate table is produced for each
target category. Not available for scale dependent variables or categorical dependent
variables without defined target categories. For more information, see Selecting
Categorieson p. 7.
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Figure 1-24
Target category gains for nodes and percentiles

Target Category: Bad

Gains for Nodes

Mode Gain

Mode M Percert M Percent Response Incie

1 553 224% 454 44 5% 821% 198.3%

g 261 10.6% 211 207% 80.5% 195.3%

9 433 19.6% 21 207% 437% 105.5%

5 455 18.5% a0 T.5% 17 6% 42.5%

5 380 15.8% 24 5.3% 13.8% 33.4%

7 322 131% 10 1.0% 3% 75%

Gains for Percentiles
(3ain

Percentile Modes M M Percent Response Incle:
10 1 248 202 19.8% 821% 198.3%
20 1 493 405 39.7% 821% 198.3%
30 1,8 734 604 29.3% 81.8% 197 5%
40 g;4 936 740 T2E% 7a1% 181.3%
50 9 1232 543 53.1% E5.8% 166.2%
B0 9,8 1473 a03 29.0% B1.4% 148.4%
70 -1 1725 951 93.5% 25.1% 133.2%
&0 E; 5 157 9586 96.7% S0.0% 120.9%
S0 a2, 7 22185 1012 99.3% 45 6% 110.3%
100 7 2464 1020 100.0% 41 4% 100.0%

Rows. The node performance tables can display results by terminal nodes, percentiles,
or both. If you select both, two tables are produced for each target category. Percentile
tables display cumulative values for each percentile, based on sort order.

Percentile increment. For percentile tables, you can select the percentile increment: 1,

2, 5,10, 20, or 25.

Display cumulative statistics. For terminal node tables, displays additional columnsin

each table with cumulative results.
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Charts

Figure 1-25
Output dialog box, Plots tab

rﬁ Qutput

Tree | Statistics Plots Rules

Hode Performance

[] Gain
[ Index
[]Response

|| Continue ” Cancel || Help |

Available charts depend on the measurement level of the dependent variable, the
growing method, and other settings.

Independent variable importance to model. Bar chart of model importance by
independent variable (predictor). Available only with the CRT growing method.

Node Performance

Gain. Gain is the percentage of total cases in the target category in each node,
computed as. (nhode target n / total target n) x 100. The gains chart is aline chart of
cumulative percentile gains, computed as. (cumulative percentile target n/ total target
n) x 100. A separate line chart is produced for each target category. Available only for
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categorical dependent variables with defined target categories. For more information,
see Selecting Categorieson p. 7.

The gains chart plots the same values that you would see in the Gain Percent column
in the gains for percentiles table, which also reports cumulative values.

Figure 1-26

Gains for percentiles table and gains chart

Gains for Percentiles

30
Percentile Modes M M Percert JResponse Indlex
10 1 246 202 19.8% 821% | 198.3%
20 1 493 405 39.7% 821% | 195.3%
an 1,8 739 E04 59.3% 91.8% | 197.6%
an g, 4 986 740 T26% 751% | 181.3%
100% — 833.1% 63.8% | 166.2%
89.0% B1.4% | 145.4%
93.3% 551% | 133.2%
0% — 96.7% S00% | 1209%
99.3% 456% | 110.3%
100.0% 41.4% | 100.0%
G0% =
40% —
20% —
0% T
0 10 20 30 40 50 GO0 70 20 S0 100

Index. Index is the ratio of the node response percentage for the target category
compared to the overall target category response percentage for the entire sample.
The index chart isaline chart of cumulative percentile index values. Available only
for categorical dependent variables. Cumulative percentile index is computed as:
(cumulative percentile response percent / total response percent) x 100. A separate
chart is produced for each target category, and target categories must be defined.

The index chart plots the same values that you would see in the Index column in the
gains for percentiles table.
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Gains for percentiles table and index chart

Gains for Percentiles

Gain
Percentile Modes M M Percert | Response Incle:
10 1 246 202 19.8% 821% §1983%
20 1 453 405 39.7% 521% J198.3%
30 1,8 739 E04 59.3% 51.8% ) 197 6%
40 g, 49 956 740 T2E% TaA% § 181 3%
200% — ] | 186.2%
| 145 4%
| 133.2%
180% — . 120.9%
| 110.3%
|| 100.0%
160% — |
|
|
140% — |
|
120% — {
i
|
0% 11T T 1 1T
0 10 20 30 40 50 s0O 70O 80 80 100
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Response. The percentage of cases in the node in the specified target category.

The response chart is aline chart of cumulative percentile response, computed as.
(cumulative percentile target n / cumulative percentile total n) x 100. Available only
for categorical dependent variables with defined target categories.

The response chart plots the same values that you would see in the Response columnin
the gains for percentiles table.
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Figure 1-28
Gains for percentiles table and response chart

Gains for Percentiles

Gain
Percentile Modes ] I Percent f| Response Inclex

10 1 245 202 19.8% S21% Q1958.3%

20 1 493 405 397% g21% [195.3%

30 1,8 739 £04 59.3% 81.8% Q1976%

4N A qAR 740N 7P R% 7a1% f181.3%

10% ———T1T—T—T—T—T"T—"T—T—T] £3.8% [166.2%

B1.4% Q145.4%

251% Q133.2%

80% — s00% J1209%

456% Q110.3%

60% — 41.4% [§100.0%
40% —
20% —

0% | N D B N R EE R A
0O 10 20 30 40 S50 60 VO 80 90 100

Mean. Line chart of cumulative percentile mean values for the dependent variable.
Available only for scale dependent variables.

Average profit. Line chart of cumulative average profit. Available only for categorical
dependent variables with defined profits. For more information, see Profits on p. 21.

The average profit chart plots the same values that you would see in the Profit column
in the gain summary for percentiles table.
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Gain summary for percentiles table and average profit chart

Gain Summary for Percentiles

an

Percentile Modes M Profit Rl
10 7 246 77826 77 A4%
20 7.5 493 75218 352.0%
30 5.6 739 73488 336.2%
40 E 956 72036 323.4%
70.205 307.9%
| GG.745 2G60.6%
i 63134 | 254.4%
25148 22 B%
54183 197 9%
51.023 180.4%
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Return on investment (ROI). Line chart of cumulative ROI (return on investment). ROI is
computed as the ratio of profits to expenses. Available only for categorical dependent
variables with defined profits.

The ROI chart plots the same values that you would see in the ROI column in the gain
summary for percentiles table.
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Figure 1-30
Gain summary for percentiles table and RO/ chart

Gain Summary for Percentiles

Percentilz Modes M Profit RO
10 T 246 77826 37T A%
20 7.5 493 75.218 3520%
30 56 739 73488 336.2%
40 E 956 72.036 F234%
i i ' ; ; : 7 A 307 9%
i i ] i i i i i 280 6%
I 1 ' I i ' ; '
i ] ' i i i i H 254 4%
; : ' ' I ! ' I '
350% —f---d-mm Mg de oo d koL 221 6%
1 1 1 ' 1 1 1 L 1 19?9%
i A 1 i i i i ’
' 1 1 i ' [ ' 180 4%
i ] ' i i i i
I ' ' ! I '
A% R s e
i i ] 1 i i i i
I ' I ; '
i ] 1 i i : i
I ' ' I ! I '
i i ] ' i i i i
250% R e e R ]
1 1 1 i 1 1 1 i 1
1 1 ' 1 1 1 L 1
i ] 1 i i 1 ) i
I 1 ' I i ' '
i i ] ' i i i i i
; I ' ' I ! ' I '
B e R e e ARt R S
1 1 1 ' 1 1 1 L 1
H . H H . ; H H H
I | | | | I I I I
0 10 20 30 40 50 60 VO B0 90 100

Percentile increment. For all percentile charts, this setting controls the percentile
increments displayed on the chart: 1, 2, 5, 10, 20, or 25.
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Selection and Scoring Rules

Figure 1-31
Output dialog box, Rules tab

£ Qutput

Tree | Statistics Flots Rules

Generate classification rules

Syntax Nodes

(®) Internal () Al terminal nodes
) gal

() Sirnple Text

Type

(2) Assign values to cases

() Select cases

Include surrogates in Internal and
Sal rules () Al nodes

Export rules to a file

Eile: |c:1templcar_sc0res.sps | || Browse... u

| continue || cancet || Hep |

The Rules tab provides the ability to generate selection or classification/prediction
rulesin the form of command syntax, SQL, or simple (plain English) text. You can
display these rules in the Viewer and/or save the rules to an external file.

Syntax. Controls the form of the selection rules in both output displayed in the Viewer
and selection rules saved to an external file.
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m Internal. Command syntax language. Rules are expressed as a set of commands
that define afilter condition that can be used to select subsets of cases or as
COMPUTE Statements that can be used to score cases.

m  SQL. Standard SQL rules are generated to select or extract records from a database
or assign values to those records. The generated SQL rules do not include any
table names or other data source information.

m  Simple text. Plain English pseudo-code. Rules are expressed as a set of logical
“if...then” statements that describe the model’s classifications or predictions for
each node. Rulesin this form can use defined variable and value labels or variable
names and data values.

Type. For Internal and SQL rules, controls the type of rules generated: selection or
scoring rules.

m  Assign values to cases. The rules can be used to assign the model’s predictions to
cases that meet node membership criteria. A separate rule is generated for each
node that meets the node membership criteria.

m Select cases. The rules can be used to select cases that meet node membership
criteria. For Internal and SQL rules, asinglerule is generated to select al cases
that meet the selection criteria.

Include surrogates in Internal and SQL rules. For CRT and QUEST, you can include
surrogate predictors from the model in the rules. Rules that include surrogates can be
quite complex. In general, if you just want to derive conceptual information about
your tree, exclude surrogates. If some cases have incompl ete independent variable
(predictor) data and you want rules that mimic your tree, include surrogates. For
more information, see Surrogates on p. 18.

Nodes. Controls the scope of the generated rules. A separate rule is generated for
each node included in the scope.

m  All terminal nodes. Generates rules for each terminal node.

m Best terminal nodes. Generates rules for the top n terminal nodes based on index
values. If the number exceeds the number of terminal nodesin the tree, rules are
generated for all terminal nodes. (See note below.)

m  Best terminal nodes up to a specified percentage of cases. Generates rules for
terminal nodes for the top n percentage of cases based on index values. (See
note below.)
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m  Terminal nodes whose index value meets or exceeds a cutoff value. Generates rules
for all terminal nodes with an index value greater than or equal to the specified
value. An index value greater than 100 means that the percentage of casesin
the target category in that node exceeds the percentage in the root node. (See
note below.)

m  All nodes. Generates rules for all nodes.

Note 1: Node selection based on index values is available only for categorical
dependent variables with defined target categories. If you have specified multiple
target categories, a separate set of rulesis generated for each target category.

Note 2: For Internal and SQL rules for selecting cases (not rules for assigning values),
All nodes and All terminal nodes will effectively generate arule that selects all cases
used in the analysis.

Export rules to a file. Savesthe rulesin an externa text file.

You can aso generate and save selection or scoring rules interactively, based on
selected nodes in the final tree model. For more information, see Case Selection and
Scoring Rulesin Chapter 2 on p. 57.

Note: If you apply rulesin the form of command syntax to another data file, that
data file must contain variables with the same names as the independent variables
included in the final model, measured in the same metric, with the same user-defined
missing values (if any).
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Tree Editor

With the Tree Editor, you can:
m  Hide and show selected tree branches.

m  Control display of node content, statistics displayed at node splits, and other
information.

Change node, background, border, chart, and font colors.

Change font style and size.

Change tree alignment.

Select subsets of cases for further analysis based on selected nodes.

Create and save rules for selecting or scoring cases based on selected nodes.

To edit atree model:

» Double-click the tree model in the Viewer window.

or

» From the Edit menu or the right-click context menu choose:

Edit Content
In Separate Window

Hiding and Showing Nodes

To hide (collapse) al the child nodes in a branch beneath a parent node:

» Click the minussign (-) in the small box below the lower right corner of the parent
node.

All nodes beneath the parent node on that branch will be hidden.

48
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To show (expand) the child nodes in a branch beneath a parent node:

Click the plus sign (+) in the small box below the lower right corner of the parent node.

Note: Hiding the child nodes on a branch is not the same as pruning a tree. If you
want a pruned tree, you must request pruning before you create the tree, and pruned
branches are not included in the final tree. For more information, see Pruning Trees
in Chapter 1 on p. 17.

Figure 2-1
Expanded and collapsed tree
Credit rating
Node Credit rating
Category % n
= Bad 2061 1020 Mode 0
B Good 58 6039 1444 Category % n
Tatal 1000000 2464 = Bad 41,3061 1020
— B Good 63 6030 1444
Income lewel Tutal 1000000 2464
=
Income level
<= Low * Low
Mode 1 Mode 2 2= Low s Low
Cateqory i n Categony i n
= Bad S2.0076 454 = Bad 206180 566 Mode 1 Mode 2
B Good 170024 99 B Good F0.3820 1345 Category % n Category % n
Tatal 224437 553 Tatal ¥7 8568 1911 = Bad 22.0076 454 | |m pad 206180 866
= B Good 178024 99| (™ Good 703830 1345
MNumber or credit cards Tutal 224437 553 Total 75568 1911
[
5 ar more Less than §
Node 3 Node 4
Cateqory & n Categony & n
= Bad 4 8622 S02 = Bad D02 6d
H Good 581218 697 B Good 910112 48
Tatal 43 BEOT 1199 Tatal 28 8061 V12

Selecting Multiple Nodes

You can select cases, generate scoring and selections rules, and perform other actions
based on the currently selected node(s). To select multiple nodes:

Click anode you want to select.

Ctrl-click the other nodes you want to select.

You can multiple-select sibling nodes and/or parent nodes in one branch and child
nodes in another branch. You cannot, however, use multiple selection on a parent node
and a child/descendant of the same node branch.
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Working with Large Trees

Tree models may sometimes contain so many nodes and branches that it is difficult or
impossible to view the entire tree at full size. There are a number of features that you
may find useful when working with large trees:

m  Tree map. You can use the tree map, a much smaller, simplified version of the tree,
to navigate the tree and select nodes. For more information, see Tree Map on p. 50.

m  Scaling. You can zoom out and zoom in by changing the scale percentage for the
tree display. For more information, see Scaling the Tree Display on p. 51.

®  Node and branch display. You can make a tree more compact by displaying only
tables or only charts in the nodes and/or suppressing the display of node labels
or independent variable information. For more information, see Controlling
Information Displayed in the Tree on p. 53.

Tree Map

The tree map provides a compact, simplified view of the tree that you can use to
navigate the tree and select nodes.

To use the tree map window:

» From the Tree Editor menus choose:
View
Tree Map

Figure 2-2
Tree map window

&= Tree Map
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m  The currently selected node is highlighted in both the Tree Model Editor and the
tree map window.

m  The portion of the tree that is currently in the Tree Model Editor view areais
indicated with ared rectangle in the tree map. Right-click and drag the rectangle
to change the section of the tree displayed in the view area.

m If you select anode in the tree map that isn’t currently in the Tree Editor view area,
the view shifts to include the selected node.

m  Multiple node selection works the same in the tree map as in the Tree Editor:
Ctrl-click to select multiple nodes. You cannot use multiple selection on a parent
node and a child/descendant of the same node branch.

Scaling the Tree Display

By default, trees are automatically scaled to fit in the Viewer window, which can result
in some trees that are initially very difficult to read. You can select a preset scale
setting or enter your own custom scale value of between 5% and 200%.

To change the scale of the tree:

» Select a scale percentage from the drop-down list on the toolbar, or enter a custom
percentage value.

or
» From the Tree Editor menus choose:

View
Scale...
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Figure 2-3
Scale dialog box

Scale

() 25%

() 50%

(%) 100%

() 150%:

() 200%:

() Eit ta Window
() Custom

o [ e J[ e |

You can also specify a scale value before you create the tree model. For more
information, see Output in Chapter 1 on p. 30.

Node Summary Window

>

>

The node summary window provides alarger view of the selected nodes. You can also
use the summary window to view, apply, or save selection or scoring rules based on
the selected nodes.

m  Usethe View menu in the node summary window to switch between views of a
summary table, chart, or rules.

m  Usethe Rules menu in the node summary window to select the type of rules you
want to see. For more information, see Case Selection and Scoring Ruleson p. 57.

m  All views in the node summary window reflect a combined summary for all
selected nodes.

To use the node summary window:
Select the nodes in the Tree Editor. To select multiple nodes, use Ctrl-click.
From the menus choose:

View
Summary
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Figure 2-4
Summary window
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Controlling Information Displayed in the Tree

The Options menu in the Tree Editor allows you to control the display of node
contents, independent variable (predictor) names and statistics, node definitions, and
other settings. Many of these settings can be also be controlled from the tool bar.

Setting Options Menu Selection
Highlight predicted category (categorical dependent Highlight Predicted

variable)

Tables and/or charts in node Node Contents

Significance test values and p values Independent Variable Statistics
Independent (predictor) variable names Independent Variables
Independent (predictor) value(s) for nodes Node Definitions

Alignment (top-down, |eft-right, right-left) Orientation

Chart legend Legend
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Figure 2-5
Tree elements

Credit rating
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Changing Tree Colors and Text Fonts

You can change the following colors in the tree:

m  Node border, background, and text color

Branch color and branch text color

Tree background color

Predicted category highlight color (categorical dependent variables)
Node chart colors

You can also change the type font, style, and size for all text in the tree.

Note: You cannot change color or font attributes for individual nodes or branches.
Color changes apply to all elements of the same type, and font changes (cother than
color) apply to al chart elements.
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To change colors and text font attributes:

Use the toolbar to change font attributes for the entire tree or colors for different tree
elements. (Tool Tips describe each control on the toolbar when you put the mouse
cursor on the control.)

or

Double-click anywhere in the Tree Editor to open the Properties window, or from
the menus choose:
View

Properties

For border, branch, node background, predicted category, and tree background, click
the Color tab.

For font colors and attributes, click the Text tab.

For node chart colors, click the Node Charts tab.

Figure 2-6
Properties window, Color tab

Properties

ri| Text | Node Charts
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! Branches
J Mode Background
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Tree Background
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Figure 2-7
Properties window, Text tab
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Figure 2-8
Properties window, Node Charts tab
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Case Selection and Scoring Rules

You can use the Tree Editor to:

m  Select subsets of cases based on the selected node(s). For more information, see
Filtering Cases on p. 57.

m  Generate case selection rules or scoring rules in SPSS Statistics command syntax
or SQL format. For more information, see Saving Selection and Scoring Rules
on p. 58.

You can also automatically save rules based on various criteria when you run the
Decision Tree procedure to create the tree model. For more information, see Selection
and Scoring Rules in Chapter 1 on p. 45.

Filtering Cases

If you want to know more about the cases in a particular node or group of nodes, you
can select a subset of cases for further analysis based on the selected nodes.

» Select the nodes in the Tree Editor. To select multiple nodes, use Ctrl-click.

» From the menus choose:

Rules
Filter Cases...

» Enter afilter variable name. Cases from the selected nodes will receive avalue of 1
for this variable. All other cases will receive a value of 0 and will be excluded from
subsequent analysis until you change the filter status.

» Click OK.

Figure 2-9
Filter Cases dialog box

& Filter Cases

Enter a name for the new filter variable below

Variable Mame: | fjpep $

QF l [ Paste l [ Cancel ] [ Help
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Saving Selection and Scoring Rules

>

>

>

You can save case selection or scoring rulesin an external file and then apply those
rules to a different data source. The rules are based on the selected nodes in the Tree
Editor.

Syntax. Controls the form of the selection rules in both output displayed in the Viewer
and selection rules saved to an external file.

m Internal. Command syntax language. Rules are expressed as a set of commands
that define afilter condition that can be used to select subsets of cases or as
COMPUTE Statements that can be used to score cases.

m  SOL. Standard SQL rules are generated to select/extract records from a database or
assign values to those records. The generated SQL rules do not include any table
names or other data source information.

Type. You can create selection or scoring rules.

m  Select cases. The rules can be used to select cases that meet node membership
criteria. For Internal and SQL rules, asinglerule is generated to select al cases
that meet the selection criteria.

m  Assign values to cases. The rules can be used to assign the model’s predictions to
cases that meet node membership criteria. A separate rule is generated for each
node that meets the node membership criteria.

Include surrogates. For CRT and QUEST, you can include surrogate predictors from
the model in the rules. Rules that include surrogates can be quite complex. In general,
if you just want to derive conceptual information about your tree, exclude surrogates.
If some cases have incomplete independent variable (predictor) data and you want
rules that mimic your tree, include surrogates. For more information, see Surrogates
in Chapter 1 on p. 18.

To save case selection or scoring rules:

Select the nodes in the Tree Editor. To select multiple nodes, use Ctrl-click.
From the menus choose:

Rules

Export...

Select the type of rules you want and enter a filename.
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Figure 2-10
Export Rules dialog box

& Export Rules

Export rules For nodeds): 2

Synkax Type
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Note: If you apply rulesin the form of command syntax to another datafile, that
data file must contain variables with the same names as the independent variables

included in the final model, measured in the same metric, with the same user-defined
missing values (if any).
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Data Assumptions and
Requirements

The Decision Tree procedure assumes that:
m  The appropriate measurement level has been assigned to all analysis variables.

m  For categorical (nominal, ordinal) dependent variables, value labels have been
defined for al categories that should be included in the analysis.

WE'Il use the file tree_textdata.sav to illustrate the importance of both of these
requirements. This datafile reflects the default state of data read or entered before
defining any attributes, such as measurement level or value labels. For more
information, see Sample Filesin Appendix A on p. 120.

Effects of Measurement Level on Tree Models

Both variablesin this data file are numeric. By default, numeric variables are assumed
to have a scale measurement level. But (aswe will see later) both variables are really
categorical variables that rely on numeric codesto stand for category values.

» To run aDecision Tree analysis, from the menus choose:

Analyze
Classify
Tree...
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The icons next to the two variables in the source variable list indicate that they will be
treated as scale variables.

Figure 3-1
Decision Tree main dialog box with two scale variables
Yariahles: Dependent Yariakle:
dependent ‘ N | | Output... |
ﬁ independent —= | yalidation. |
| Criteria... |
Independent Yariahles: | P—— |

B2
‘—| Influence Yariable:
Right click on a variable to ) .
change its measurament el MBI
level in the Variables list | CHAID -

| Eeset || Cancel || Help |

» Select dependent as the dependent variable.

» Select independent as the independent variable.

» Click OK to run the procedure.

» Open the Decision Tree dialog box again and click Reset.

» Right-click dependent in the source list and select Nominal from the context menu.

» Do the same for the variable independent in the source list.
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Now the icons next to each variable indicate that they will be treated as nominal
variables.

Figure 3-2
Nominal icons in source list
i
Wariahlas: Dependent Wariable:
% dependent | | Output...
| Categories.. | Yalidation...
Criteria...
Independent Wariahles:
| options.. |
[] Eorce first variakle
Influence Yariable:
* |
Right click on a variable to ) .
change its measurement (Chimig) EThmml
level in the Variables list [CHA'D ']
| [8]24 || Baste H BEeset ” Cancel H Help l

» Select dependent as the dependent variable and independent as the independent
variable, and click OK to run the procedure again.
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Now let's compare the two trees. First, we'll look at the tree in which both numeric

variables are treated as scale variables.

Figure 3-3
Tree with both variables treated as scale

dependent

Node O

Mean 1.8320
Std. Dev, 0.9014

Predicted

| =

independent

Adj. Prwalue=0.0000, F=2354.2145,
df1=3.0000, df2=096.0000

= 1.|CIDDD 1 .DDDD.|2.DDDD] (2.0000, 2.0000] = 20000
Mode 1 Node 2 Node 3 Node 4
Mean 1.0000 Mean 3.0000 Mean 2.8221 Mean 1.0000
Std. Dew. 0.0000 Std. Dew, 0.0000 Std. Dew. 0.5002 Std. Dew. 0.0000
n 171 n 161 n 339 n 329
% 171000 % 16,1000 k) 33.9000 k] 32.9000
Predicted 1.0000 Predicted 3.0000 Fredicted 2.8221 Fredicted 1.0000

Tree models will often merge similar nodes, but for a scale variable, only contiguous
values can be merged. In this example, no contiguous values were considered similar

Each node of tree shows the “predicted” value, which is the mean value for the
dependent variable at that node. For avariable that is actually categorical, the

mean may not be a meaningful statistic.

Thetree has four child nodes, one for each value of the independent variable.

enough to merge any nodes together.
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The tree in which both variables are treated as nominal is somewhat different in
several respects.

Figure 3-4
Tree with both variables treated as nominal
dependent
Mode O

Category % n

akabutal =10 500000 500

L RX mz0 162000 162

| =20 : 20 338000 338

e Total 1000000 4000

| =]
independent
Adj. P-walue=00000, Chi-square=1227.
6274, df=4.0000
4,0000; 1.0000 3.0|000 20000
Mode 1 Node 2 Mode 3

Categony % n Categony % n Category k] n
m10 1000000 500 ( |m40 poooo o (W40 00000 0
mz0 ooooo o |mzo 47,7876 162 | (mz0 00000 0
30 00000 o 3.0 522124 177 3.0 100.0000 161
Total 500000 500 Total 330000 330 Total 16.1000 164

m Instead of apredicted value, each node contains a frequency table that shows
the number of cases (count and percentage) for each category of the dependent

variable.

m The“predicted” category—the category with the highest count in each node—is
highlighted. For example, the predicted category for node 2 is category 3.

m Instead of four child nodes, there are only three, with two values of the independent
variable merged into a single node.

The two independent values merged into the same node are 1 and 4. Since, by
definition, there is no inherent order to nominal values, merging of noncontiguous

values is allowed.

Permanently Assigning Measurement Level

When you change the measurement level for a variable in the Decision Tree dialog
box, the change is only temporary; it is not saved with the data file. Furthermore, you
may not always know what the correct measurement level should be for al variables.
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Define Variable Properties can help you determine the correct measurement level
for each variable and permanently change the assigned measurement level. To use
Define Variable Properties:

» From the menus choose:

Data
Define Variable Properties...

Effects of Value Labels on Tree Models

The Decision Tree dialog box interface assumes that either all nonmissing values of a
categorical (nominal, ordinal) dependent variable have defined value labels or none of
them do. Some features are not available unless at least two nonmissing values of the
categorical dependent variable have value labels. If at least two nonmissing values
have defined value labels, any cases with other values that do not have value labels
will be excluded from the analysis.

The origina datafile in this example contains no defined value labels, and when the
dependent variable is treated as nominal, the tree model uses all nonmissing valuesin
the analysis. In this example, those values are 1, 2, and 3.

But what happens when we define value labels for some, but not al, values of
the dependent variable?

» |In the Data Editor window, click the Variable View tab.

» Click the values cell for the variable dependent.
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Figure 3-5

Defining value labels for dependent variable

@ Yalue Labels

‘falue Labels

Label: |
1.00="veg"
2.00="ng"

[ ok || cancer ||

Help

Data Assumptions and Requirements

First, enter 1 for Value and Yes for Value Label, and then click Add.

Next, enter 2 for Value and No for Vaue Label, and then click Add again.

Then click OK.

Open the Decision Tree dialog box again. The dialog box should still have dependent
selected as the dependent variable, with a nominal measurement level.

Click OK to run the procedure again.
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Figure 3-6

Tree for nominal dependent variable with partial value labels

I____'I
| W ves |
1mag !

dependent

Node O

Categorny ) n
N ez F5.5287 500
B HNa 244713 162

Total 00,0000 G52

[ =

independent

Adj. P-walue=0.0000, Chi-square=662.

0000, d=1.0000

4.0000; 1.0000 3.0000
Node 1 Mode 2
Category % n Categorny n
B es 100.0000 500 B Yes u]
B Ho 00000 0 B Ho 100.0000 162
Total 75.5287 500 Total 244713 162

Now only the two dependent variable values with defined value labels are included
in the tree model. All cases with avalue of 3 for the dependent variable have been
excluded, which might not be readily apparent if you aren’t familiar with the data.

Assigning Value Labels to All Values

To avoid accidental omission of valid categorical vaues from the analysis, use Define
Variable Properties to assign value labels to al dependent variable values found in

the data.
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When the data dictionary information for the variable name is displayed in the Define
Variable Properties dialog box, you can see that although there are over 300 cases with
avalue of 3for that variable, no value label has been defined for that value.

Figure 3-7
Variable with partial value labels in Define Variable Properties dialog box

ﬁ Define Yariable Properties

Scanned Variable List Current Variable: dependent Label: | |
U M., |variable Measurement Level: | Nominal || Suggest

IE| & [dependent

Type: [Numeric ']| "

Unlabeled values: Aftributes... wiidth: (2 Decimals; |2

Walue Label grid: @ Enter or edit labels in the grid. You can enter additional values at the bottom.

| Changed | Missing | Count Yalue Labeal

EN O 500 1.00 Yes
2| | O 162 200 Mo
2| O O 338 2.00
4] O [

4] L | »

c d: |4

ASES Sanne Copy Properties Unlabeled Yalues

valua listlimit 200 ’ Erom Anather Variahle... ] ’ To Other Yariables... ] ’ Automatic Labels

| Ok || Baste || Eeset H Cancel ” Help ]
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Using Decision Trees to Evaluate
Credit Risk

A bank maintains a database of historic information on customers who have taken out
loans from the bank, including whether or not they repaid the loans or defaulted. Using
atree model, you can analyze the characteristics of the two groups of customers and
build models to predict the likelihood that |oan applicants will default on their loans.

The credit data are stored in tree_credit.sav. For more information, see Sample
Filesin Appendix A on p. 120.

Creating the Model

The Decision Tree Procedure offers severa different methods for creating tree models.
For this example, we'll use the default method:

CHAID. Chi-squared Automatic Interaction Detection. At each step, CHAID choosesthe
independent (predictor) variable that has the strongest interaction with the dependent
variable. Categories of each predictor are merged if they are not significantly different
with respect to the dependent variable.

Building the CHAID Tree Model

» To run aDecision Tree analysis, from the menus choose:

Analyze
Classify
Tree...
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Figure 4-1
Decision Tree dialog box
Yariahles: Dependent Yariakle: ___________
‘ Py | g Credit rating [Credit_r..| | Output...
| Categoties.. | | Yalidation...

Independent Yariahles: |
& Age [Ane]

Save...

,{I Incame level [Incame] Qptions...

|
|
| orteria.. |
|
ol &)Numberofcreditcar... |
‘i| &5 Education [Education]

Carloans [Car_loans]

[ Earce first variahle

Influence Yariable:

* |
Right click on a variable to ) .
change its measurement (Chimig) EThml
level in the Variables list | CHAID M|
| [0]%4 J | Baste | | BEeset | | Cancel | | Help |

» Select Credit rating as the dependent variable.

» Select al the remaining variables as independent variables. (The procedure will
automatically exclude any variables that don’t make a significant contribution to the
final model.)

At this point, you could run the procedure and produce a basic tree model, but we're
going to select some additional output and make a few minor adjustments to the
criteria used to generate the model.

Selecting Target Categories

» Click the Categories button right below the selected dependent variable.
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This opens the Categories dialog box, where you can specify the dependent variable
target categories of interest. Target categories do not affect the tree model itself, but
some output and options are available only if you have selected target categories.

Figure 4-2
Categories dialog box

Categories

Dependent Variable Categories

‘ariable! Credit rating

Use in Analysis: Exclude:
Category Target B Mo credit history
Bad [~ ]
Good |
| 2

Use the checkboxes to select a category {or categories) of
primary interest, For example, if vou are trying bo identify
characteristics of persons likely to respond to a mailing,
‘response’ would be the target category,

Continue ][ Cancel H Help ]

» Select (check) the Target check box for the Bad category. Customers with abad credit
rating (defaulted on aloan) will be treated as the target category of interest.

» Click Continue.

Specifying Tree Growing Criteria

For this example, we want to keep the tree fairly simple, so we'll limit the tree growth
by raising the minimum number of cases for parent and child nodes.

» Inthe main Decision Tree dialog box, click Criteria.
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Figure 4-3
Criteria dialog box, Growth Limits tab
ﬂ Criteria
Growth Limits | CHAID | Intervals |
rMaxzimum Tree Depth———— -Minimum Number of Cases
(%) Automatic Parent Mode:

The maximum number of levels is 3 (Clt] (Y=t 200

for CHAID; & for CRT and QUEST.

() Custom

[ continue ” Cancel ” Help ]

» Inthe Minimum Number of Cases group, type 400 for Parent Node and 200 for Child
Node.

» Click Continue.

Selecting Additional Output

» Inthe main Decision Tree dialog box, click Output.
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This opens atabbed dialog box, where you can select various types of additional output.

Figure 4-4
Output dialog box, Tree tab
£ Qutput
Tree | Statistics | Plots Rules
Tree
Display
Orientation: (%) Top down
() Left to right
() Right to left
Mode Contents: (%) Table
) Chart

() Tahle and chart

Scale:

0]

(%) Autarmatic (reduces scale for large trees)

() Custam
Independent variahle statistics
[v] Mode definitions
ree in table format
| continue || cancel || Help

» On the Tree tab, select (check) Tree in table format.

» Then click the Plots tab.
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Figure 4-5
Output dialog box, Plots tab

£ Qutput

Tree | Statistics [ Flots l Rules |

[ Independent variable importance to model

Mode Performance
Gain

Incesx
[]Response

[J ean

[] Average profit

[J Beturn an investment (RO

Percentile Increment:

| continue |[_cancel ]|| e

» Select (check) Gain and Index.

Note: These charts require a target category for the dependent variable. In this
example, the Plots tab isn’t accessible until after you have specified one or more
target categories.

» Click Continue.
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Saving Predicted Values

You can save variables that contain information about model predictions. For example,
you can save the credit rating predicted for each case and then compare those
predictions to the actual credit ratings.

» Inthe main Decision Tree diaog box, click Save.

Figure 4-6
Save dialog box

ﬁ Save

Saved Variables

[v] Terminal nade number
[w] Predicted value

Predicted probahilities

Export Tree Model as XML

[] Training sample

| Continue || Cancel || Help |

» Select (check) Terminal node number, Predicted value, and Predicted probabilities.
» Click Continue.

» Inthe main Decision Tree dialog box, click OK to run the procedure.

Evaluating the Model

For this example, the model results include:
m Tablesthat provide information about the model.
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m  Tree diagram.
m  Chartsthat provide an indication of model performance.
m  Modéd prediction variables added to the active dataset.

Model Summary Table
Figure 4-7
Model summary
Specifications Grovying Method CHAID
Dependent Yariable Credit rating

Independert *arishles

Walidation
Mazimum Tree Depth

Minimum Cazes in Parent
Moce

Age, Income, Credt cards,
Education, Car loans

HOME
3

400

Minimum Cazes in Child Mace 200
Resutts Independert *arishles Age, Income, Credit cards
Inclucled
Mumber of Nodes 10
Mumber of Terminal Modes

Depth 3

The model summary table provides some very broad information about the
specifications used to build the model and the resulting model.

m  The Specifications section provides information on the settings used to generate
the tree model, including the variables used in the analysis.

m  The Results section displays information on the number of total and terminal
nodes, depth of the tree (number of levels below the root node), and independent
variables included in the final model.

Five independent variables were specified, but only three were included in the final
model. The variables for education and number of current car loans did not make a
significant contribution to the model, so they were automatically dropped from the
final model.
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Tree Diagram

Figure 4-8
Tree diagram for credit rating model
Credit rating
Node
Categony % n
= Bad 413961 1020
B Good 58 6030 1444
Tatal 100.0000 3464
L=
Irncame lewel
4= ||.0ll.l {Low, hedium] = Medium
Node 1 Node 2 Mode 3
Categony T n Categony T n Category T n
= Bad 820976 454 | |® Bad 419753 476 u HBad 11.5830 90
B Good 170074 099 B Good 580247 G55 B Good 28 M7T0  BET
Tatal 1F4432 653 Tatal 460237 1134 Tatal bl I 2 I
L= =
MNumber or credit cards MNumber or credit cards
5 or mare Less than § 5 ar mone Less than §
Mode 4 Mode 5 Mode B Mode 7
Cateqony %t n Cateqony %t n Cateqony % n Cateqony % n
= Bad 567204 433 = Bad 138462 54 = Bad 175804 &0 = Bad 31056 10
B Good 433796 333 B Good 861538 336 B Good LRI 3 I s T B Good 0F 30944 312
Total 301048 T4 Total 158270 200 Total 18,4650 458 Total 12.0682 222
=
P?e
<= ESIU?QZ ¥ 280792
Node 8 Node 3
Categony T n Categony T n
= Bad a0g4ra N = Fad 436853 211
B Good 19,1571 50 B Good 563147 373
Total 10,5028 161 Total 106022 482

The tree diagram is a graphic representation of the tree model. This tree diagram
shows that:

m  Using the CHAID method, income level isthe best predictor of credit rating.

m  For thelow income category, income level isthe only significant predictor of credit
rating. Of the bank customersin this category, 82% have defaulted on loans. Since
there are no child nodes below it, thisis considered ater minal node.

m  For the medium and high income categories, the next best predictor is number of
credit cards.
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m  For medium income customers with five or more credit cards, the model includes
one more predictor: age. Over 80% of those customers 28 or younger have a bad
credit rating, while slightly less than half of those over 28 have a bad credit rating.

You can use the Tree Editor to hide and show selected branches, change colors and
fonts, and select subsets of cases based on selected nodes. For more information,
see Selecting Cases in Nodes on p. 86.

Tree Table
Figure 4-9
Tree table for credit rating
Ba Good Total Predicted | Parent

Mode I Percert ] Percent ] Percert Category Mode
i 1020 4% 1444 55.6% 2464 | 1000% | Good
1 454 821% a9 17 9% 553 224% | Bad 0
2 478 420% 653 55.0% 1134 450% | Good 0
3 an 11 6% a7 88 .4% T 315% | Good 0
4 422 SET% 322 43.3% 744 302% | Bad 2
s 54 138% 336 86.2% 290 158% | Good 2
& ] 17 6% ars 82.4% 455 185% | Good 3
7 10 31% Mz 96.9% 322 134% | Good 3
& 1 20.8% a0 19.2% 261 106% | Bad 4
a 211 43T% 72 56.3% 433 196% | Good 4

The tree table, as the name suggests, provides most of the essential tree diagram
information in the form of atable. For each node, the table displays:

m  The number and percentage of casesin each category of the dependent variable.

m The predicted category for the dependent variable. In this example, the predicted
category is the credit rating category with more than 50% of cases in that node,
since there are only two possible credit ratings.

m  The parent node for each node in the tree. Note that node 1—the low income level
node—is not the parent node of any node. Sinceit isatermina node, it has no
child nodes.
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Figure 4-10

Tree table for credit rating (continued)

Primary Independert Yariakble

Wariakble Sig. Chi-Sojuare of Split Walues
Income level ululi} BE2.457 2 | == Low
Incame level 0o BE2.457 2| (Lowe, Medium]
Income level R} GE2.437 2 | = Medium
Mumber or credit cards .0oo 193113 1 5 ar mare
Mumber or credit cards ululi} 193113 1 Lezs than 5
Mumber or credit cards .0oo 358587 1 5 ar mare
Mumber or credit cards aluli} 35587 1 Lezzthan 5
Age 0oo 95299 1 | == 280792
Age 000 95299 1 | =280792

The independent variable used to split the node.

The chi-square value (since the tree was generated with the CHAID method),
degrees of freedom (df), and significance level (Sg.) for the split. For most
practical purposes, you will probably be interested only in the significance level,
which isless than 0.0001 for al splits in this model.

m  Thevalue(s) of the independent variable for that node.

Note: For ordina and scale independent variables, you may see rangesin the tree
and tree table expressed in the general form (valuel, value?], which basically means
“greater than valuel and less than or equal to value2.” In this example, income level
has only three possible values—Low, Medium, and High—and (Low, Medium] simply

means Medium. In asimilar fashion, >Medium means High.

Gains for Nodes

Figure 4-11
Gains for nodes
Mode Gain

Mode M Percert 1] Percert Response Index
1 553 22.4% 454 44 5% 821% 198.3%
g 261 10.6% 211 20.7% 50.8% 195.3%
q 433 19.6% 21 207% 437% 105.5%
-] 455 18.5% g0 T8% 17 6% 42.5%
5 380 15.8% B 53% 13.8% 33.4%
7 322 131% 10 1.0% 34% 75%

Growing Method, CHAID

Dependent ariable: Credit rating
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The gains for nodes table provides a summary of information about the termina nodes
in the model.

Only the terminal nodes—nodes at which the tree stops growing—are listed in this
table. Frequently, you will be interested only in the terminal nodes, since they
represent the best classification predictions for the model.

Since gain values provide information about target categories, thistableis available
only if you specified one or more target categories. In this example, thereis only
one target category, so there is only one gains for nodes table.

Node N is the number of casesin each termina node, and Node Percent is the
percentage of the total number of cases in each node.

Gain N is the number of cases in each terminal node in the target category, and
Gain Percent is the percentage of casesin the target category with respect to the
overall number of casesin the target category—in this example, the number and
percentage of cases with abad credit rating.

For categorical dependent variables, Response is the percentage of casesin
the node in the specified target category. In this example, these are the same
percentages displayed for the Bad category in the tree diagram.

For categorical dependent variables, Index is the ratio of the response percentage
for the target category compared to the response percentage for the entire sample.

Index Values

The index value is basically an indication of how far the observed target category
percentage for that node differs from the expected percentage for the target category.
The target category percentage in the root node represents the expected percentage
before the effects of any of the independent variables are considered.

Anindex value of greater than 100% means that there are more cases in the target
category than the overall percentage in the target category. Conversely, an index
value of less than 100% means there are fewer cases in the target category than the
overall percentage.
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Gains Chart

Figure 4-12
Gains chart for bad credit rating target category

Target Category: Bad

100%

80% —

G0% —

Gain

40% =

20% —

0%

T T 17T 17T T T T
0 10 20 30 40 50 GO 70 &0 90 100

Percentile

This gains chart indicates that the model is afairly good one.

Cumulative gains charts always start at 0% and end at 100% as you go from one end to
the other. For a good model, the gains chart will rise steeply toward 100% and then
level off. A model that provides no information will follow the diagonal reference line.



83

Using Decision Trees to Evaluate Credit Risk

Index Chart

Figure 4-13
Index chart for bad credit rating target category

Target Category: Bad

200%

180% —

160% —

140% =

Index

120% =

100% =

0% T T T T T T | T | 1
] 10 20 3 40 50 €0 70 80 90 100

Percentile

The index chart aso indicates that the model is agood one. Cumulative index charts
tend to start above 100% and gradually descend until they reach 100%.

For a good model, the index value should start well above 100%, remain on a high
plateau as you move aong, and then trail off sharply toward 100%. For a model that
provides no information, the line will hover around 100% for the entire chart.
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Risk Estimate and Classification

Figure 4-14
Risk and classification tables

Risk

Estimate Stdl. Error
.203 00G
Growing Method, CHAID
Dependent Yariable: Credit rating

Classification
Predicted
Ohserved Bad Good Percert Correct
B EES 385 65.2%
Good 143 12395 89.7%
Overall Percentage 33.0% B7 0% 79.5%

Growing Method: CHAID
Dependent “ariakle: Credit rating

The risk and classification tables provide a quick evaluation of how well the model
works.

m  Therisk estimate of 0.205 indicates that the category predicted by the model
(good or bad credit rating) is wrong for 20.5% of the cases. So the “risk” of
misclassifying a customer is approximately 21%.

m  Theresultsin the classification table are consistent with therisk estimate. Thetable
shows that the model classifies approximately 79.5% of the customers correctly.

The classification table does, however, revea one potential problem with this model:
for those customers with a bad credit rating, it predicts a bad rating for only 65% of
them, which means that 35% of customers with a bad credit rating are inaccurately
classified with the “good” customers.
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Predicted Values

Figure 4-15
New variables for predicted values and probabilities
ﬁ tree_credit.sav [DataSet2] - Data Editor g@
File Edit Wiew Data Transforn Anahze Graphs Utiliies Add-ons Window Help
Wisible: 10 of 10 ¥ariables
Predicted|PredictedPrabability_|PredictedProbahbility_|
NodelD| e 1 2
1 9 1.00 0.44 056 |=|
2 g 0.00 0.581 0.19
3 1 0.00 0.82 0.18
4 1 0.00 0.82 0.18
5 9 1.00 0.44 0.56
B 9 1.00 0.44 0.56
7 9 1.00 0.44 0.56 |+
<] [ s ] [»]
Data View | ‘ariable Wiew |

Four new variables have been created in the active dataset:
NodelD. The termina node number for each case.

PredictedValue. The predicted value of the dependent variable for each case. Since the
dependent variable is coded 0 = Bad and 1 = Good, a predicted value of 0 means that
the case is predicted to have a bad credit rating.

PredictedProbability. The probability that the case belongs in each category of the
dependent variable. Since there are only two possible values for the dependent
variable, two variables are created:

m PredictedProbability_1. The probability that the case belongs in the bad credit
rating category.

m  PredictedProbability_2. The probability that the case belongs in the good credit
rating category.

The predicted probability is simply the proportion of cases in each category of the
dependent variable for the terminal node that contains each case. For example, in node
1, 82% of the cases are in the bad category and 18% are in the good category, resulting
in predicted probabilities of 0.82 and 0.18, respectively.
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For a categorical dependent variable, the predicted value is the category with the
highest proportion of cases in the terminal node for each case. For example, for the
first case, the predicted value is 1 (good credit rating), since approximately 56% of the
cases in itsterminal node have a good credit rating. Conversely, for the second case,
the predicted value is 0 (bad credit rating), since approximately 81% of casesin its
terminal node have a bad credit rating.

If you have defined costs, however, the relationship between predicted category and
predicted probabilities may not be quite so straightforward. For more information, see
Assigning Costs to Outcomes on p. 92.

Refining the Model

Overall, the model has a correct classification rate of just under 80%. This s reflected
in most of the terminal nodes, where the predicted category—the highlighted category
in the node—is the same as the actual category for 80% or more of the cases.

There is, however, one terminal node where cases are fairly evenly split between
good and bad credit ratings. In node 9, the predicted credit rating is “good,” but only
56% of the casesin that node actually have agood credit rating. That meansthat almost
half of the cases in that node (44%) will have the wrong predicted category. And if the
primary concern isidentifying bad credit risks, this node doesn’'t perform very well.

Selecting Cases in Nodes

Let’'slook at the casesin node 9 to see if the data reveal any useful additional
information.

» Double-click the tree in the Viewer to open the Tree Editor.

» Click node 9to select it. (If you want to select multiple nodes, use Ctrl-click).

» From the Tree Editor menus choose:

Rules
Filter Cases...
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Filter Cases dialog box

Using Decision Trees to Evaluate Credit Risk

2= Filter Cases

-y

Enter a name for

Wariable Mame:

the new filter variable below

fileer _%

Lx ]

[ paste | [ cancel ||

Help

The Filter Cases dialog box will create afilter variable and apply afilter setting based
on the values of that variable. The default filter variable nameisfilter_$.

m  Cases from the selected nodes will receive avalue of 1 for the filter variable.

m  All other cases will receive avalue of 0 and will be excluded from subsequent
analyses until you change the filter status.

In this example, that means cases that aren’t in node 9 will be filtered out (but not
deleted) for now.

» Click OK to create the filter variable and apply the filter condition.

Figure 4-17

Filtered cases in Data Editor

EA *tree_credit.sav [DataSet1] - Data Editor g@
File Edit Mew Data Transform Analvze Graphs  Ubilities  Add-ons  Window Help
1 Credit_rating 0
Income | Credit cards | Education | Car loans | ModelD |[Pra

1 2.00 2.00 2.00 2.00 g
,_/-/'2' 2.00 2.00 2.00 2.00 g
,_/-/?' 1.00 2.00 1.00 2.00 1

4 1.00 2.00 2.00 1.00 1

5 2.00 2.00 2.00 2.00 g

G 2.00 2.00 2.00 2.00 g

7 2.00 2.00 2.00 2.00 g
,_/-/E' 1.00 2.00 1.00 2.00 1
,_/-/'9' 1.00 2.00 1.00 2.00 1
,_/-’TD' 2.00 2.00 2.00 2.00 g
< v \DataView 4 variahle view f <l |
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In the Data Editor, cases that have been filtered out are indicated with a diagonal slash
through the row number. Cases that are not in node 9 are filtered out. Casesin node 9
are not filtered; so subsequent analyses will include only cases from node 9.

Examining the Selected Cases

Asalfirst step in examining the cases in node 9, you might want to look at the variables
not used in the model. In this example, all variables in the data file were included in
the analysis, but two of them were not included in the final model: education and car
loans. Since there's probably a good reason why the procedure omitted them from the
final model, they probably won't tell us much, but let’s take alook anyway.

» From the menus choose:

Analyze
Descriptive Statistics
Crosstabs...
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Figure 4-18
Crosstabs dialog box

ﬁl’:russtahs

& hge [Age] Row(s):
;[I Income level [Income] &3 Credit rating [Credit_r...
&b Mumber of credit cards [Cr.. Statistics...
&5 Terminal Mode Identifier [
& Predicted value [Predicted...
ﬁ Predicted Prubabilityforc... Columnis):
& Predicted Probability for C... &) Education [Education]

Car loans [Car_loans]

Laver 10f 1

| Previous | | Mewt

=)
[] Display clustered har charts
[] Suppress tables

[ 0K ” Paste ” Reset H Cancel H Help

» Select Credit rating for the row variable.
» Select Education and Car loans for the column variables.

» Click Cells.
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Figure 4-19
Crosstabs Cell Display dialog box
B Crosstabs: Cell Display
rCounts
Chserved
[] Expectad
rPercentages Residuals
Eow [] Unstandardized
[ Calumn [] standardized
[] Total [ Adjusted standardized
rMoninteger Weights
(3) Round cell counts () Round case weights
() Truncate cell counts () Truncate case weights
() Mo adjustments
oo J [_cancel J[_ren_J

» Inthe Percentages group, select (check) Row.

» Then click Continue, and in the main Crosstabs dialog box, click OK to run the
procedure.
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Examining the crosstabulations, you can see that for the two variables not included
in the model, thereisn’'t agreat deal of difference between cases in the good and bad
credit rating categories.
Figure 4-20
Crosstabulations for cases in selected node

Credit rating * Education Crosstabulation

Education
High
schoal College Tatal

Credit Bad Court 110 101 211
rating % wyithin Credit rating 5241% 47.9% | 100.0%
Gooo Court 128 144 272

% within Crecit rating 47 1% 529% | 100.0%

Tatal Court 235 243 433
% wvithin Credit rating 49.3% S0.7% | 100.0%

Credit rating * Car loans Crosstabulation

car loans
Mone ar 1 2 or Mare Tatal

Crecit | Bad Count 18 193 21
raing % within Credit rating 8.5% 91.5% |100.0%
Good Count 29 233 272

e weithin Credit rating 14 .3% 55.7% |1000%

Tatal Count 57 426 453
% within Credit rating 118% 85.2% [100.0%

m  For education, slightly more than half of the cases with a bad credit rating have
only a high school education, while slightly more than half with a good credit
rating have a college education—but this difference is not statistically significant.

m  For car loans, the percentage of good credit cases with only one or no car loans
is higher than the corresponding percentage for bad credit cases, but the vast
majority of casesin both groups has two or more car loans.

So, although you now get some idea of why these variables were not included in
the final model, you unfortunately haven’t gained any insight into how to get better
prediction for node 9. If there were other variables not specified for the analysis, you
might want to examine some of them before proceeding.



92

Chapter 4

Assigning Costs to Outcomes

>

As noted earlier, aside from the fact that almost half of the casesin node 9 fall in each
credit rating category, the fact that the predicted category is “good” is problematic

if your main objectiveisto build a model that correctly identifies bad credit risks.
Although you may not be able to improve the performance of node 9, you can still
refine the model to improve the rate of correct classification for bad credit rating
cases—although this will also result in a higher rate of misclassification for good
credit rating cases.

First, you need to turn off case filtering so that all cases will be used in the analysis
again.

From the menus choose:

Data
Select Cases...
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» Inthe Select Cases dialog box, select All cases, and then click OK.

Figure 4-21
Select Cases dialog box
Q Select Cases
rSelect

% Credit rating [Credit_r..| ® &)l cases
& nge lage]
ol ncome level fncome] || (C1f gandtion is satisfied
&b Mumber of credit car ... | .. |

&5 Education [Education]
&) Car loans [Car_loans]
& Terminal Node ldentifi| | canple |
&b Predicted Value [Pre... | —
& Predicted Probabiity |
& Predicted Probability .. | Range. . |

O Usze fitter variakle:
[*]]

rOutput

O Random sample of cases

() Bazed ontime of case range

(®) Fitter out unzelected cases

() Copy selected cases to a new dataset

Datazet name:

() Delete unzelected cases

Current Status: Do not fitter cases

[ o J( oo [ moeet [ como J[_rew_]

» Open the Decision Tree dialog box again, and click Options.
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» Click the Misclassification Costs tab.

Figure 4-22
Options dialog box, Misclassification Costs tab
Eﬁptiuns
Missing Yalues Missclassfication Costs Profits
() Equal across categories
(2) Custom
Fredicted Category
Bad Good
Bad ] 2
Actual  \Good 1 i
Category
Fill Matrizx
Duplicate Lower Triangle ” Dwplicate Llpper Trianale || Lse Average Cell Yalues
|| Caohtinue |J| Cancel || Help |

» Select Custom, and for Bad Actual Category / Good Predicted Category, enter avaue
of 2.

This tells the procedure that the “cost” of incorrectly classifying a bad credit risk as
good istwice as high asthe “cost” of incorrectly classifying agood credit risk as bad.

» Click Continue, and then in the main dialog box, click OK to run the procedure.
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Figure 4-23
Tree model with adjusted cost values
Credit rating
MNode 0
Cateqory % n
= Had 413961 10Z0
B Good 526030 1444
Tatal 1000000 2464
[ =
Income level
<= Il.ou.l [Low, hiedium] > hdedium
Mode 1 Node 2 MNode 3
Category % n Category % n Category S n
= Bad SZ.0076 454 = Bad 419753 476 = Bad 115830 o0
B Good 17.9034 94 B Good 53.0247 G55 B Good 370 GET
Taotal 224432 552 Total 460227 1124 Total s T
I = =
MHumber ar Tredi‘t cards Mumber or credit cards
5 ar mone Less than § 5 ar more Less than §
Node 4 Mode § Mode B Mode 7
Categony % n Cateqony % n Cateqony % n Cateqory % n
= Bad 56,7204 4I2 = Bad 1:.2462 54 = Bad 17.5224 20 = Bad 340586 10
B Good 433796 233 B Good 861538 336 B Good 224176 375 B Good 06,8944 313
Total 301048 T4 Total 158270 200 Total 12,4650 455 Total 120682 322
| =
P?e
<= 280742 ¥ 280792
Mode 2 Node 3
Cateqory % n Categony % n
 Bad 208429 1 W Had 436853 211
B Good 191571 50 B Good 563147 372
Tatal 10.5a28 61 Tatal 106023 483

At first glance, the tree generated by the procedure |ooks essentially the same as the
origina tree. Closer inspection, however, reveals that although the distribution of cases
in each node hasn’t changed, some predicted categories have changed.

For the terminal nodes, the predicted category remains the same in all nodes except
one: node 9. The predicted category is now Bad even though slightly more than half of
the cases are in the Good category.

Since we told the procedure that there was a higher cost for misclassifying bad
credit risks as good, any node where the cases are fairly evenly distributed between

the two categories now has a predicted category of Bad even if a slight majority of
cases is in the Good category.
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This change in predicted category is reflected in the classification table.

Figure 4-24

Risk and classification tables based on adjusted costs

Risk

Estimate

Std. Errar

et

011

Growving Method: CHAID

Dependent “ariable: Credit rating

Classification

Chserved

Predictec

Bad

Good

Percert Correct

Bad
Good
Orverall Percentage

a76
421
S26%

144
1023
47 4%

85.9%
T0.8%
771%

Growving Method: CHAID
Dependent Yariable, Credit rating

m  Almost 86% of the bad credit risks are now correctly classified, compared to only

65% before.

m  On the other hand, correct classification of good credit risks has decreased from
90% to 71%, and overall correct classification has decreased from 79.5% to 77.1%.

Note also that the risk estimate and the overall correct classification rate are no longer
consistent with each other. You would expect a risk estimate of 0.229 if the overall
correct classification rate is 77.1%. Increasing the cost of misclassification for bad
credit cases has, in this example, inflated the risk value, making its interpretation

less straightforward.

Summary

You can use tree models to classify cases into groups identified by certain
characteristics, such as the characteristics associated with bank customers with good
and bad credit records. If a particular predicted outcome is more important than other
possible outcomes, you can refine the model to associate a higher misclassification cost
for that outcome—but reducing misclassification rates for one outcome will increase

misclassification rates for other outcomes.
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Building a Scoring Model

One of the most powerful and useful features of the Decision Tree procedure is the
ability to build models that can then be applied to other data files to predict outcomes.
For example, based on a data file that contains both demographic information and
information on vehicle purchase price, we can build amodel that can be used to predict
how much people with similar demographic characteristics are likely to spend on a
new car—and then apply that model to other data files where demographic information
is available but information on previous vehicle purchasing is not.

For this example, we'll use the datafile tree_car.sav. For more information, see
Sample Filesin Appendix A on p. 120.

Building the Model

» To run aDecision Tree analysis, from the menus choose:

Analyze
Classify
Tree...

97
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Figure 5-1
Decision Tree dialog box
Yariahles: Dependent vYariable:
|§9 Price Dfprimar\t\rehicl..l Qutput...
Yalidation...

Criteria...

Independent Yariahles:
& Age inyears [age]

@a Gender [gender] Options...

,{I Income categary in th...

ol Level of education [ad]

& Marital status [marital]

Save...

[ Earce first variahle

Influence Yariable:
| |

Growing Method:

Right click on a variable to
change its measurement
level in the Variables list \CRT ~|

I QK _” Baste H BEeset ” Cancel H Help l

» Select Price of primary vehicle as the dependent variable.

» Select al the remaining variables as independent variables. (The procedure will
automatically exclude any variables that don't make a significant contribution to the
final model.)

» For the growing method, select CRT.

» Click Output.
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Building a Scoring Model

Figure 5-2
Output dialog box, Rules tab

£ Qutput

Tree | Statistics | Flots [ Rules l

Generate classification rules

~Syntax -Nodes
(3) Internal (2) Al terminal nodes
(8@l () Bestterminal nodes
() Simple Text Murnber of Modes: I:I

v| Use variahle and value labels "
o Bestterminal nodes upto a

' specified percentage of cases

Percentage: I:l

~ Terminal nodes whose index value
“~ meets or excesds a cutoffvalue

Winirmurm Index Yalue: l:l
Include surrogates in Internal and

S0l rules () All nodes

rType
(2) Assign values to cases

() Select cases

Export rules to a file

Eile: |c:1templcar_sc0res.sps | || Browse... I

[ Continue ” Cancel H Help ]

Click the Rules tab.

Select (check) Generate classification rules.
For Syntax, select Internal.

For Type, select Assign values to cases.

Select (check) Export rules to a file and enter afilename and directory location.
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Remember the filename and location or writeit down because you'll need it alittlelater.
If you don’'t include a directory path, you may not know where the file has been saved.
You can use the Browse button to navigate to a specific (and valid) directory location.

» Click Continue, and then click OK to run the procedure and build the tree model.

Evaluating the Model

Before applying the model to other data files, you probably want to make sure that the
model works reasonably well with the origina data used to build it.

Model Summary

Figure 5-3
Model summary table

Specifications

Resutts

Growing Method
Dependent *ariable
Independernt Yarishles

Walickation
Maximum Tree Depth

Minimum Cases in Parent
Macle

Minimum Cazes in Child Made

Inclependent *arishles
Included

Mumber of Modes
Murmber of Terminal Modes
Depth

CRT
Price of primary wehicle

Ageinyears , Gender , Income category in
thousands | Level of education | Marital status

MCNE
B

100
=0

Income category inthousands | Age in years |
Lewvel of education

29
13

The moddl summary table indicates that only three of the selected independent
variables made a significant enough contribution to be included in the final model:
income, age, and education. Thisisimportant information to know if you want to
apply this model to other data files, since the independent variables used in the model
must be present in any data file to which you want to apply the model.

The summary table also indicates that the tree model itself is probably not a
particularly simple one since it has 29 nodes and 15 terminal nodes. This may not
be an issue if you want a reliable model that can be applied in a practical fashion
rather than a simple model that is easy to describe or explain. Of course, for practical
purposes, you probably also want a model that doesn’t rely on too many independent
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(predictor) variables. Inthis case, that's not a problem since only three independent
variables are included in the final model.
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Tree Model Diagram

Figure 5-4
Tree model diagram in Tree Editor

2+ Tree Editor E]@
File Wiew Rules Options Help
Price of primans vehicle
i Mode 0
| Mean 20861
| std. Dew. 21.576
| n 2110
1o 100.0
| Fredicted  28.851
Income categony in thousands
Improvement=247 823
<=$80 - §74 = 480 - 74
Hode 1 Mode 2
fzan 18,663 hean 50825
Sid. Drewv, 2,114 Std. Dev. 16163
n 2286 n 8249
k3 738 W% 265
Fredicted 18,663 Fredicted 50825
= =
Income categony in thousands Age inyears
Improvement=32.240 Improvement=5.411
= $25|_ $49 <= &1.500
Node 4 Mode 5
hdean 30213 hlean 52 644
Std. Dew. 3.821 Std. Dew. 13.069
n 567 n 188
% 18.2 W% 6.1
Fredicted 30213 Fredicted 52 644
| = I =
Age in years Lewvel of education
Improvement=0.027 Improvement=0.264
= Under$2s <= 40.500 = 40.500 <= High school degree = High school degree =&
Hode & Hode 9 Hode A0 Hode 11 Hode 12 Haon
Mean 17 663 Mean 28.783 Mean 30.563 hean 42,623 hdean 54.084 hlean
Std. Dew. 3588 Std. Dev. 34818 Std. Dev. 3493 Std. Drew. 10.021 Std. Drew. 14.104 Std. Dew.
n 1130 n 255 n 312 n &1 n 128 n
% 36.3 % 82 U 100 k3 2.0 % 4.1 %
Fredinted 17 ARR Fredinted PATAR Fredinted 30 AA3 Fredinted 48 PR Fredinted S NAG PrPdianrv
<
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The tree model diagram has so many nodes that it may be difficult to see the whole
model at once at a size where you can still read the node content information. You can
use the tree map to see the entire tree:

Double-click the tree in the Viewer to open the Tree Editor.

From the Tree Editor menus choose:
View
Tree Map

Figure 5-5
Tree map

= Tree Map

SR
1
=0 = |
| ||| ||| [ |
-0 TR [ | SV W [ W)

[ | |
|1|5I|16||1|?| |1|3| [19 [ 20 ]

[ ] I 1 I ]
(21 J[22 J[23 [ 24 |[ 25 [ 26 |

o

m  The tree map shows the entire tree. You can change the size of the tree map
window, and it will grow or shrink the map display of the tree to fit the window
size.

m  The highlighted area in the tree map is the area of the tree currently displayed
in the Tree Editor.

® You can use the tree map to navigate the tree and select nodes.

For more information, see Tree Map in Chapter 2 on p. 50.

For scale dependent variables, each node shows the mean and standard deviation of the
dependent variable. Node O displays an overall mean vehicle purchase price of about
29.9 (in thousands), with a standard deviation of about 21.6.

m  Node 1, which represents cases with an income of less than 75 (also in thousands)
has a mean vehicle price of only 18.7.

®m |In contrast, node 2, which represents cases with an income of 75 or more, has
amean vehicle price of 60.9.
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Further investigation of the tree would show that age and education also display a
relationship with vehicle purchase price, but right now we're primarily interested in the
practical application of the model rather than a detailed examination of its components.

Risk Estimate

Figure 5-6
Risk table

Risk

Estitnate Std. Error
B3.485 2985
Growing Method: CRT
Dependent Yariahle: Price of primary vehicle

None of the results we' ve examined so far tell usif thisisa particularly good model.
One indicator of the model’s performance is the risk estimate. For a scale dependent
variable, the risk estimate is a measure of the within-node variance, which by itself
may not tell you agreat deal. A lower variance indicates a better model, but the
varianceis relative to the unit of measurement. If, for example, price was recorded in
ones instead of thousands, the risk estimate would be a thousand times larger.

To provide a meaningful interpretation for the risk estimate with a scale dependent
variable requires alittle work:
m Total variance equals the within-node (error) variance plus the between-node
(explained) variance.
The within-node variance is the risk estimate value: 68.485.

The total variance is the variance for the dependent variables before consideration
of any independent variables, which isthe variance at the root node.

m The standard deviation displayed at the root node is 21.576; so the total varianceis
that value squared: 465.524.

m  The proportion of variance due to error (unexplained variance) is 68.485 / 465.524
=0.147.

m  The proportion of variance explained by the model is 1 —0.147 = 0.853, or 85.3%,
which indicates that thisis afairly good model. (This has a similar interpretation
to the overall correct classification rate for a categorical dependent variable.)
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Applying the Model to Another Data File

Having determined that the model is reasonably good, we can now apply that model to
other datafiles containing similar age, income, and education variables and generate a
new variable that represents the predicted vehicle purchase price for each case in that
file. This processis often referred to as scoring.

When we generated the model, we specified that “rules’ for assigning values to
cases should be saved in atext file—in the form of command syntax. We will now use
the commands in that file to generate scores in another datafile.

» Open the datafile tree_score_car.sav. For more information, see Sample Filesin
Appendix A on p. 120.

» Next, from the menus choose:

File
New
Syntax

» In the command syntax window, type:

INSERT FILE=
'/temp/car_scores.sps'.

If you used a different filename or location, make the appropriate changes.

Figure 5-7
Syntax window with INSERT command to run a command file

e Syntax1 - Syntax Editor E]@

File Edit Wiew Data Transform pnalvee Graphs  Utliies Run Add-ons  wWwindow Help
INSERT FILE= ‘ternp/car_scores sps' ~
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The 1nsErRT command will run the commandsin the specified file, which isthe “rules’
file that was generated when we created the model.

From the command syntax window menus choose:

Run
All
Figure 5-8
Predicted values added to data file
ﬁ *tree_score_car.sav [DataSet3] - Data Editor g@
File Edit Wiew Data Transform  Analyze Graphs Utlities Add-ons  window  Help
1: car 36.2
inccat | ed | rmartal | rod 000 | pre 001 | L
1 3.00 1 1 10.00 3066
2 4.00 1 0 27.00 B1.05
3 2.00 3 1 24.00 1713
4 2.00 4 1 23.00 165.65
a 1.00 2 0 21.00 939
53 3.00 2 0 9.00 2978
7 1.00 1 0 2200 10,22
&} 4.00 3 1 12.00 a4 .08
9 3.00 3 1 10.00 3066
10 4.00 4 1 20.00 BB.79 w
4 v \Data View £ variahle View f [<]>]]

This adds two new variables to the data file:
m nod 001 contains the terminal node number predicted by the model for each case.
m pre_001 contains the predicted value for vehicle purchase price for each case.

Since we requested rules for assigning values for terminal nodes, the number of
possible predicted values is the same as the number of terminal nodes, which in this
case is 15. For example, every case with a predicted node number of 10 will have the
same predicted vehicle purchase price: 30.56. Thisis, not coincidentally, the mean
value reported for terminal node 10 in the original model.

Although you would typically apply the model to data for which the value of the
dependent variable is not known, in this example the data file to which we applied the
model actually contains that information—and you can compare the model predictions
to the actual values.
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» From the menus choose:

Analyze
Correlate
Bivariate...

» Select Price of primary vehicle and pre_001.

Figure 5-9

Bivariate Correlations dialog box

ﬁ Bivariate Correlations
& Age inyears [age] Yariables: .
ol Incorne category in th.. & Price of primary vehic...
;[l Level of education [ed] pre_0o1

&b Marital status [marital]

& nod_001

r Correlation Coefficients
Pearson [ | Kendall's tau-b [ | Spearman

- Test of Significance
(2) Two-tailed () One-tailed

Elag significant correlations

| ok || paste || Resst || camcel || Hew

» Click OK to run the procedure.
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Figure 5-10
Correlation of actual and predicted vehicle price
Price of
primary wehicle pre_001
Price of primary wehicle Pearzan Correlation 1 15
Si. (2-tailed) 0oa
M 3290 3290
pre_0o1 Pearzon Correlstion a1 1
Sig. (2-tailed) oo
i 3280 3280

**. Correlation iz significant st the 001 level (2-tailed).

The correlation of 0.92 indicates a very high positive correlation between actual and
predicted vehicle price, which indicates that the model works well.

Summary

You can use the Decision Tree procedure to build models that can then be applied to
other data files to predict outcomes. The target data file must contain variables with
the same names as the independent variables included in the final model, measured

in the same metric and with the same user-defined missing values (if any). However,
neither the dependent variable nor independent variables excluded from the final model
need to be present in the target datafile.
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The different growing methods deal with missing values for independent (predictor)
variables in different ways:

m  CHAID and Exhaustive CHAID treat all system- and user-missing values for
each independent variable as a single category. For scale and ordinal independent
variables, that category may or may not subsequently get merged with other
categories of that independent variable, depending on the growing criteria.

m  CRT and QUEST attempt to use surrogates for independent (predictor) variables.
For cases in which the value for that variable is missing, other independent
variables having high associations with the original variable are used for
classification. These alternative predictors are called surrogates.

This example shows the difference between CHAID and CRT when there are missing
values for independent variables used in the model.

For this example, we'll use the data file tree_missing_data.sav. For more
information, see Sample Filesin Appendix A on p. 120.

Note: For nominal independent variables and nominal dependent variables, you can
choose to treat user-missing values as valid values, in which case those values are
treated like any other nonmissing values. For more information, see Missing Values
in Chapter 1 on p. 27.

109
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Missing Values with CHAID

Figure 6-1

Credit data with missing values

& *tree_missing_data.sav [DataSet4] - Data Editor E]@

File Edit View Data Transform Analze Graphs Utilities Add-ons window Help

| | \isible: B of B Variables

Credit_rating | Age Income | Credit_cards Edu
1 0.00 3622 2.00 = |
2 0.00 21.93 2.00 . —
3 0.00 2917 . 2.00
4 0.00 3275 . 2.00
5 0.00 3BF7 2.00 .
B 0.00 39.32 2.00 2.00
7 0.00 31.70 2.00 2.00
8 0.00 3472 . 2.00
9 0.oo 31.53 1.00 2.00
10 0.00 2478 2.00 .
11 0.00 2276 . 2.00 -
4 i [ [»]
Data View | Variatle View |

Like the credit risk example (for more information, see Chapter 4), this example will
try to build a model to classify good and bad credit risks. The main differenceis that
this data file contains missing values for some independent variables used in the model.

» To run aDecision Tree analysis, from the menus choose:

Analyze
Classify
Tree...
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Figure 6-2
Decision Tree dialog box
=
Yariahlas: Dependent Variable:
‘ Y | |&3 Credit rating [Credit_r.. | | Qutput... |
| Categoties.. | | Walidation... |
| Criteria. . |
Independent Yariahles: | Save.. |
& Age [Age]
Tl Income level Income] | Cptions... |

——  |&" Mumber of credit car...
‘ L | & Education [Education]
Carloans [Car_loans]

[ Earce first variahle

Influence Yariable:

Y |
Right click on a variable to ) .
change its measurement (Chimig) EThml
level in the Variables list | CHAID M|
| [0]%4 J | Baste | | BEeset | | Cancel | | Help |

Select Credit rating as the dependent variable.

Select all of the remaining variables as independent variables. (The procedure will
automatically exclude any variables that don't make a significant contribution to the
final model.)

For the growing method, select CHAID.

For this example, we want to keep the tree fairly simple; so, we'll limit the tree growth
by raising the minimum number of cases for the parent and child nodes.

In the main Decision Tree dialog box, click Criteria.
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Figure 6-3
Criteria dialog box, Growth Limits tab
ﬂ Criteria
Growth Limits | CHAID | Intervals |
rMaximum Tree Depth——————  Mihimum Number of Cases
(3) Automatic Earent Node:

The maximum number of levels is 3 (Clt] (Y=t 200

for CHAID; & for CRT and QUEST.

() Custom

[ continue ” Cancel ” Help ]

» For Minimum Number of Cases, type 400 for Parent Node and 200 for Child Node.

» Click Continue, and then click OK to run the procedure.
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Figure 6-4
CHAID tree with missing independent variable values
Credit rating
Mode 0

Category % n
W pad 41.41020
B Good 52.6 1444

Total 100.0 2464

=
Income lewvel
<= Low ([Low, hdedium] ® Mediumi <missing*
Node 1 Node 2 Node 3
Category % n Category % n Category % n
W pad 81.0 366 W pad 420 476 W Bad 203 178
 Good 19.0 26 B Good 52.0 653 B Good T9.7 700
Total 18.3 452 Total 46.01134 Total 356 878
[ H [ ©
& Mumber nfl credit cards
= 25.74 (25.74, 30.54] (3054, 41.31] 4131 § ar more Less |man & <mizsing >
Node 4 Node § Node & Node 7 Node & Node 9 Node 10
Category % n Category % n Category % n Category % n Category % n Category % n Category % n
W pad 747 174| (W Bad 527 1G( [®Bad 3.9 1583 B Bad 153 33| (™ Bad 346 128( (™ Bad 51 1 W pad 1323 24
B Good i B Good 473 104 B Good 671 312 B Good 847 183 B Good G54 242 B Good 9449 03 B Good 86 7 266
Total 045 132 Total 8.0 0 Total 12.0 465 Total a8 6 Total 15.0 370 Total a7 214 Total 1.9 204

For node 3, the value of income level is displayed as >Medium;<missing>. This
means that the node contains cases in the high-income category plus any cases with

missing values for income level.

Terminal node 10 contains cases with missing values for number of credit cards.
If you're interested in identifying good credit risks, thisis actually the second best
terminal node, which might be problematic if you want to use this model for predicting
good credit risks. You probably wouldn’t want a modd that predicts a good credit
rating simply because you don’t know anything about how many credit cards a case
has, and some of those cases may also be missing income-level information.
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Figure 6-5
Risk and classification tables for CHAID model
Risk

Estimate Sidd. Error
249 009

Growing Method: CHAID
Dependent Yariable: Credit rating

Classification

Predicted
Ohszerved Bad Good Percert Correct
B B5E 364 64.3%
Good 249 11895 52.8%
Owverall Percentace 3ET% 53.3% 73.1%

Growing Method: CHAID
Dependent Yariakle: Credit rating

The risk and classification tables indicate that the CHAID model correctly classifies
about 75% of the cases. Thisisn’t bad, but it's not great. Furthermore, we may have
reason to suspect that the correct classification rate for good credit cases may be overly
optimistic, sinceit’s partly based on the assumption that lack of information about
two independent variables (income level and number of credit cards) is an indication
of good credit.

Missing Values with CRT

Now let’stry the same basic analysis, except we'll use CRT as the growing method.
» Inthe main Decision Tree dialog box, for the growing method, select CRT.
» Click Criteria.

» Make sure that the minimum number of casesis still set at 400 for parent nodes and
200 for child nodes.

» Click the Surrogates tab.

Note: You will not see the Surrogates tab unless you have selected CRT or QUEST
as the growing method.
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Figure 6-6
Criteria dialog box, Surrogates tab

ﬁ Criteria

Growth Limits CRT | Pruning Surrogates

Mazimum Number of Surrogates
(3) Autamatic {one fewer than the number of independent variables)

() Custom:

Surrogates are used to classify cases that have missing values on independent variables
used in the tree. Specify the maximum number of surrogates to campute for each split.

[_continue ||| cancer || Hep |

For each independent variable node split, the Automatic setting will consider every
other independent variable specified for the model as a possible surrogate. Since there
aren’t very many independent variables in this example, the Automatic setting is fine.

» Click Continue.

» Inthe main Decision Tree dialog box, click Output.
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Figure 6-7

Output dialog box, Statistics tab

E Qutput

Tree l Statistics ] Plots | Rules |

rModel
[¥] Summary

[v] Risk

[¥] Clagsification table

and profit values

-Node Performance
Surmary
By target categary

Cost, prior probahility, score,

rindependent Yariables
[ Importance to model
Surrogates by split

Riows: Terminal Modes =
Sort p

Percentile [7 e -
Incrament:

[ Display cumulative statistics

| Cuninue ||l Cancel ” Help

» Click the Statistics tab.

» Select Surrogates by split.

» Click Continue, and then click OK to run the procedure.




17

Missing Values in Tree Models
CRT Results

Figure 6-8
CRT tree with missing independent variable values

Credit rating

Mode 0
Cateqory 3 ]
= Ead 1.4 1020
B Good 506 1444
Tatal 100.0 2464

=l
Murnber of credit cards
3 or mare Less than 3
Mode 1 Mode 2
Cateqory 3 n Category % n
= Bad 55.1 907 [ |= Bad 128 113
B Good 449 739 [ |9 Good 8962 703
Total BE % 1646 Tatal 332 418

=
Insore lewel
== bofediurm = bediurn
Mode 3 Mode 4
Cateqary 3 n Category 3 n
= Bad 696 832 | | Bad 157 75
B Good 30.4 364 | |® Good 833 375
Total 48 51196 Tatal 18.3 450

| =
éfe_l
<=3|3.18 :=3|.18
Mode & Mode £
Cabegory n Cabegory 3 n

B Bad 921 581 |mBad 51.4 251
B Good 17.9 127 | |® Good 486 237

Total 28.7 708 Total 198 488
[ =
Ircorne lewvel
4= | L = I_low
Mode 7 MNode &
Categony n Category % n

= Bad 94.4 234 W Bad 754 347
™ Good 5.6 14| |8 Good 246 113

Tatal 101 248 Tatal 18.7 460

You may immediately notice that this tree doesn’t look much like the CHAID tree.
That, by itself, doesn’t necessarily mean much. In a CRT tree model, all splits are
binary; that is, each parent node is split into only two child nodes. In aCHAID model,

parent nodes can be split into many child nodes. So, the trees will often look different
even if they represent the same underlying model.
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There are, however, a number of important differences:

m  The most important independent (predictor) variable in the CRT model is number
of credit cards, while in the CHAID model, the most important predictor was
income level.

m  For cases with less than five credit cards, number of credit cards is the only
significant predictor of credit rating, and node 2 is aterminal node.

m  Aswith the CHAID model, income level and age are aso included in the model,
although income level is now the second predictor rather than the first.

m Therearen't any nodes that contain a<missing> category, because CRT uses
surrogate predictors rather than missing values in the model.

Figure 6-9

Risk and classification tables for CRT model

Risk

Estimate Stel. Error
224 003
Growing Method: CRT
Dependent Yariakle: Credit rating

Classification

Predicted
Chserved Bal Good Percert Correct
Bad 832 188 1 6%
Good 364 1080 T4.8%
Overall Percentage 48.5% 21.5% TTE%

Groveing Method: CRT
Dependent Yariable; Credit rating

The risk and classification tables show an overal correct classification rate of
almost 78%, a dlight increase over the CHAID model (75%).

The correct classification rate for bad credit cases is much higher for the CRT
model—81.6% compared to only 64.3% for the CHAID model.

The correct classification rate for good credit cases, however, has declined from
82.8% with CHAID to 74.8% with CRT.
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The differences between the CHAID and CRT models are due, in part, to the use of
surrogates in the CRT model. The surrogates table indicates how surrogates were
used in the model.

Figure 6-10
Surrogates table

Parent Mode  Independernt Y ariable

Imparcrvement

Azzocistion

i}

Primary Mumber of credit cards
Surrogate  Car loans
Loe

.090
ns2
.0m

£43
no4

1

Primaty Incame lewel
Surrogate Age

07
001

004

3

Primary Age

22

5

Primary Income level

Surrogate  Age

006
JLaluu]

nos

Groweing Method; CRT
Dependent Yariable: Credit_rating

Summary

At the root node (node 0), the best independent (predictor) variable is number of

credit cards.

For any cases with missing vaues for number of credit cards, car loansis used
as the surrogate predictor, since this variable has afairly high association (0.643)

with number of credit cards.

If acase a'so has amissing value for car loans, then age is used as the surrogate
(although it has afairly low association value of only 0.004).

Ageis also used as a surrogate for income level at nodes 1 and 5.

Different growing methods handle missing data in different ways. If the data used to
create the model contain many missing values—or if you want to apply that model to
other datafiles that contain many missing values—you should evaluate the effect of
missing values on the various models. If you want to use surrogates in the model to
compensate for missing values, use the CRT or QUEST methods.
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Sample Files

The samplefilesinstalled with the product can be found in the Samples subdirectory of
the installation directory. Thereis a separate folder within the Samples subdirectory for
each of the following languages: English, French, German, Italian, Japanese, Korean,
Polish, Russian, Simplified Chinese, Spanish, and Traditional Chinese.

Not al samplefiles are available in all languages. If asamplefileisnot availablein a
language, that language folder contains an English version of the samplefile.

Descriptions

Following are brief descriptions of the sample files used in various examples
throughout the documentation.

accidents.sav. Thisisahypothetical datafile that concerns an insurance company
that is studying age and gender risk factors for automobile accidentsin a given
region. Each case corresponds to a cross-classification of age category and gender.

adl.sav. Thisisahypothetical datafile that concerns efforts to determine the
benefits of a proposed type of therapy for stroke patients. Physicians randomly
assigned female stroke patients to one of two groups. The first received the
standard physical therapy, and the second received an additional emotional
therapy. Three months following the treatments, each patient’s abilities to perform
common activities of daily life were scored as ordinal variables.

advert.sav. Thisisahypothetical datafile that concerns a retailer’s efforts to
examine the relationship between money spent on advertising and the resulting
sales. To this end, they have collected past sales figures and the associated
advertising costs..
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aflatoxin.sav. Thisisahypothetical datafile that concerns the testing of corn crops
for aflatoxin, a poison whose concentration varies widely between and within crop
yields. A grain processor has received 16 samples from each of 8 crop yields and
measured the afatoxin levelsin parts per billion (PPB).

aflatoxin20.sav. This data file contains the aflatoxin measurements from each of the
16 samples from yields 4 and 8 from the aflatoxin.sav datafile.

anorectic.sav. While working toward a standardized symptomatology of
anorectic/bulimic behavior, researchers made a study of 55 adolescents with
known eating disorders. Each patient was seen four times over four years, for a
total of 220 observations. At each observation, the patients were scored for each of
16 symptoms. Symptom scores are missing for patient 71 at time 2, patient 76 at
time 2, and patient 47 at time 3, leaving 217 valid observations.

autoaccidents.sav. Thisis a hypothetical datafile that concerns the efforts of an
insurance analyst to model the number of automobile accidents per driver while
also accounting for driver age and gender. Each case represents a separate driver
and records the driver’s gender, age in years, and number of automobile accidents
in the last five years.

band.sav. This data file contains hypothetical weekly sales figures of music CDs
for aband. Data for three possible predictor variables are a so included.

bankloan.sav. Thisisahypothetical datafile that concernsabank’s effortsto reduce
the rate of loan defaults. The file contains financial and demographic information
on 850 past and prospective customers. The first 700 cases are customers who
were previously given loans. The last 150 cases are prospective customers that
the bank needs to classify as good or bad credit risks.

bankloan_binning.sav. Thisis ahypothetical data file containing financial and
demographic information on 5,000 past customers.

behavior.sav. |n aclassic example, 52 students were asked to rate the combinations
of 15 situations and 15 behaviors on a 10-point scale ranging from 0="extremely
appropriate” to 9="extremely inappropriate.” Averaged over individuals, the
values are taken as dissimilarities.

behavior_ini.sav. This data file contains an initia configuration for a
two-dimensional solution for behavior.sav.

brakes.sav. Thisis ahypothetical datafile that concerns quality control at a factory
that produces disc brakes for high-performance automobiles. The datafile contains
diameter measurements of 16 discs from each of 8 production machines. The
target diameter for the brakes is 322 millimeters.
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breakfast.sav. In aclassic study , 21 Wharton School MBA students and their
spouses were asked to rank 15 breakfast itemsin order of preference with 1="most
preferred” to 15="|east preferred.” Their preferences were recorded under six
different scenarios, from “Overall preference” to “ Snack, with beverage only.”

breakfast-overall.sav. This data file contains the breakfast item preferences for the
first scenario, “ Overall preference,” only.

broadband_1.sav. Thisis a hypothetical data file containing the number of
subscribers, by region, to a national broadband service. The data file contains
monthly subscriber numbers for 85 regions over afour-year period.

broadband_2.sav. Thisdatafileisidentical to broadband 1.sav but contains data
for three additional months.

car_insurance_claims.sav. A dataset presented and analyzed el sewhere concerns
damage claims for cars. The average claim amount can be modeled as having

a gamma distribution, using an inverse link function to relate the mean of the
dependent variable to alinear combination of the policyholder age, vehicle type,
and vehicle age. The number of claims filed can be used as a scaling weight.

car_sales.sav. This data file contains hypothetical sales estimates, list prices,
and physical specifications for various makes and models of vehicles. Thelist
prices and physical specifications were obtained aternately from edmunds.com
and manufacturer sites.

carpet.sav. In apopular example , a company interested in marketing a new
carpet cleaner wants to examine the influence of five factors on consumer
preference—package design, brand name, price, a Good Housekeeping seal, and
amoney-back guarantee. There are three factor levels for package design, each
one differing in the location of the applicator brush; three brand names (K2R,
Glory, and Bissell); three price levels; and two levels (either no or yes) for each
of the last two factors. Ten consumers rank 22 profiles defined by these factors.
The variable Preference contains the rank of the average rankings for each profile.
Low rankings correspond to high preference. This variable reflects an overall
measure of preference for each profile.

carpet_prefs.sav. This datafileis based on the same example as described for
carpet.sav, but it contains the actual rankings collected from each of the 10
consumers. The consumers were asked to rank the 22 product profiles from the
most to the least preferred. The variables PREF1 through PREF22 contain the
identifiers of the associated profiles, as defined in carpet_plan.sav.
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catalog.sav. This data file contains hypothetical monthly sales figures for three
products sold by a catalog company. Data for five possible predictor variables
are also included.

catalog_seasfac.sav. This datafileis the same as catalog.sav except for the
addition of a set of seasonal factors calculated from the Seasonal Decomposition
procedure along with the accompanying date variables.

cellularsav. Thisis a hypothetical data file that concerns a cellular phone
company’s efforts to reduce churn. Churn propensity scores are applied to
accounts, ranging from 0 to 100. Accounts scoring 50 or above may be looking to
change providers.

ceramics.sav. Thisisahypothetical datafile that concerns a manufacturer’s efforts
to determine whether a new premium alloy has a greater heat resistance than a
standard alloy. Each case represents a separate test of one of the alloys; the heat at
which the bearing failed is recorded.

cereal.sav. Thisisahypothetical datafile that concerns a poll of 880 people about
their breakfast preferences, also noting their age, gender, marital status, and
whether or not they have an active lifestyle (based on whether they exercise at
least twice a week). Each case represents a separate respondent.

clothing_defects.sav. Thisis a hypothetical datafile that concerns the quality
control process at a clothing factory. From each lot produced at the factory, the
inspectors take a sample of clothes and count the number of clothes that are
unacceptable.

coffee.sav. This datafile pertains to perceived images of six iced-coffee brands .
For each of 23 iced-coffee image attributes, people selected all brands that were
described by the attribute. The six brands are denoted AA, BB, CC, DD, EE, and
FF to preserve confidentiality.

contacts.sav. Thisis ahypothetical data file that concerns the contact lists for a
group of corporate computer sales representatives. Each contact is categorized
by the department of the company in which they work and their company ranks.
Also recorded are the amount of the last sale made, the time since the last sale,
and the size of the contact’s company.

creditpromo.sav. Thisisahypothetical datafile that concerns a department store’'s
efforts to evaluate the effectiveness of a recent credit card promotion. To this
end, 500 cardholders were randomly selected. Half received an ad promoting a
reduced interest rate on purchases made over the next three months. Half received
a standard seasonal ad.
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customer_dbase.sav. Thisis a hypothetical data file that concerns a company’s
efforts to use the information in its data warehouse to make special offers to
customers who are most likely to reply. A subset of the customer base was selected
at random and given the specia offers, and their responses were recorded.

customer_information.sav. A hypothetical data file containing customer mailing
information, such as name and address.

customers_model.sav. This file contains hypothetical data on individuals targeted
by a marketing campaign. These data include demographic information, a
summary of purchasing history, and whether or not each individual responded to
the campaign. Each case represents a separate individual .

customers_new.sav. This file contains hypothetical data on individuals who are
potential candidates for a marketing campaign. These data include demographic
information and a summary of purchasing history for each individual. Each case
represents a separate individual.

debate.sav. Thisis a hypothetical data file that concerns paired responses to a
survey from attendees of a political debate before and after the debate. Each case
corresponds to a separate respondent.

debate_aggregate.sav. Thisisahypothetical datafile that aggregates the responses
in debate.sav. Each case corresponds to a cross-classification of preference before
and after the debate.

demo.sav. Thisis a hypothetical datafile that concerns a purchased customer
database, for the purpose of mailing monthly offers. Whether or not the customer
responded to the offer is recorded, along with various demographic information.

demo_cs_1.sav. Thisis ahypothetica datafile that concerns the first step of
a company’s efforts to compile a database of survey information. Each case
corresponds to a different city, and the region, province, district, and city
identification are recorded.

demo_cs_2.sav. Thisis ahypothetical datafile that concerns the second step

of acompany’s efforts to compile a database of survey information. Each case
corresponds to a different household unit from cities selected in the first step, and
the region, province, district, city, subdivision, and unit identification are recorded.
The sampling information from the first two stages of the design is also included.

demo_cs.sav. Thisis ahypothetica datafile that contains survey information
collected using a complex sampling design. Each case corresponds to a different
household unit, and various demographic and sampling information is recorded.
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dietstudy.sav. This hypothetical data file contains the results of a study of the
“Stillman diet” . Each case corresponds to a separate subject and records his or her
pre- and post-diet weights in pounds and triglyceride levelsin mg/100 ml.

dischargedata.sav. Thisisadatafile concerning Seasonal Patterns of Winnipeg
Hospital Use, from the Manitoba Centre for Health Policy.

dvdplayer.sav. Thisis ahypothetical datafile that concerns the development of a
new DVD player. Using a prototype, the marketing team has collected focus
group data. Each case corresponds to a separate surveyed user and records some
demographic information about them and their responses to questions about the
prototype.

flying.sav. This data file contains the flying mileages between 10 American cities.

german_credit.sav. This datafileistaken from the “German credit” dataset in the
Repository of Machine Learning Databases at the University of California, Irvine.

grocery_1month.sav. This hypothetical datafileisthe grocery_coupons.sav datafile
with the weekly purchases “rolled-up” so that each case corresponds to a separate
customer. Some of the variables that changed weekly disappear as a result, and
the amount spent recorded is now the sum of the amounts spent during the four
weeks of the study.

grocery_coupons.sav. Thisisahypothetical datafile that contains survey data
collected by a grocery store chain interested in the purchasing habits of their
customers. Each customer is followed for four weeks, and each case corresponds
to a separate customer-week and records information about where and how the
customer shops, including how much was spent on groceries during that week.

guttman.sav. Bell presented atable to illustrate possible socia groups. Guttman
used a portion of thistable, in which five variables describing such things as socia
interaction, feelings of belonging to a group, physical proximity of members,

and formality of the relationship were crossed with seven theoretical social
groups, including crowds (for example, people at afootball game), audiences
(for example, people at a theater or classroom lecture), public (for example,
newspaper or television audiences), mobs (like a crowd but with much more
intense interaction), primary groups (intimate), secondary groups (voluntary),
and the modern community (loose confederation resulting from close physica
proximity and a need for specialized services).

healthplans.sav. Thisis a hypothetical datafile that concerns an insurance group’s
efforts to evaluate four different health care plans for small employers. Twelve
employers are recruited to rank the plans by how much they would prefer to
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offer them to their employees. Each case corresponds to a separate employer
and records the reactions to each plan.

health_funding.sav. Thisisahypothetical datafile that contains data on health care
funding (amount per 100 popul ation), disease rates (rate per 10,000 population),
and visits to health care providers (rate per 10,000 population). Each case
represents a different city.

hivassay.sav. Thisis a hypothetical data file that concerns the efforts of a
pharmaceutical lab to develop arapid assay for detecting HIV infection. The
results of the assay are eight deepening shades of red, with deeper shadesindicating
greater likelihood of infection. A laboratory trial was conducted on 2,000 blood
samples, half of which were infected with HIV and half of which were clean.

hourlywagedata.sav. Thisisahypothetical datafile that concerns the hourly wages
of nurses from office and hospital positions and with varying levels of experience.

insure.sav. Thisisahypothetical datafile that concerns an insurance company that
is studying the risk factors that indicate whether a client will have to make a claim
on a 10-year term life insurance contract. Each case in the data file represents a
pair of contracts, one of which recorded a claim and the other didn’t, matched

on age and gender.

judges.sav. Thisisahypothetical datafile that concerns the scores given by trained
judges (plus one enthusiast) to 300 gymnastics performances. Each row represents
a separate performance; the judges viewed the same performances.

kinship_dat.sav. Rosenberg and Kim set out to analyze 15 kinship terms (aunt,
brother, cousin, daughter, father, granddaughter, grandfather, grandmother,
grandson, mother, nephew, niece, sister, son, uncle). They asked four groups

of college students (two female, two male) to sort these terms on the basis of
similarities. Two groups (one female, one male) were asked to sort twice, with the
second sorting based on a different criterion from the first sort. Thus, atotal of six
“sources’ were obtained. Each source correspondsto al5 x 15 proximity matrix,
whose cells are equal to the number of people in a source minus the number of
times the objects were partitioned together in that source.

kinship_ini.sav. This data file contains an initial configuration for a
three-dimensional solution for kinship_dat.sav.

kinship_var.sav. This data file contains independent variables gender, gener (ation),
and degree (of separation) that can be used to interpret the dimensions of a solution
for kinship_dat.sav. Specifically, they can be used to restrict the space of the
solution to a linear combination of these variables.
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mailresponse.sav. Thisisahypothetical datafile that concerns the efforts of a
clothing manufacturer to determine whether using first class postage for direct
mailings results in faster responses than bulk mail. Order-takers record how many
weeks after the mailing each order is taken.

marketvalues.sav. This datafile concerns home salesin anew housing devel opment
in Algonquin, I11., during the years from 1999-2000. These sales are a matter
of public record.

mutualfund.sav. This data file concerns stock market information for various tech
stocks listed on the S& P 500. Each case corresponds to a separate company.

nhis2000_subset.sav. The National Health Interview Survey (NHIS) is alarge,
population-based survey of the U.S. civilian population. Interviews are

carried out face-to-face in a nationally representative sample of households.
Demographic information and observations about health behaviors and status
are obtained for members of each household. This datafile contains a subset

of information from the 2000 survey. National Center for Health Statistics.
National Health Interview Survey, 2000. Public-use data file and documentation.
ftp: //ftp.cdc.gov/pub/Health Statisticss NCHS Datasets/NHIS/2000/. Accessed
2003.

ozone.sav. The data include 330 observations on six meteorological variables for
predicting ozone concentration from the remaining variables. Previous researchers
, » among others found nonlinearities among these variables, which hinder standard
regression approaches.

pain_medication.sav. This hypothetical datafile contains the results of aclinical
trial for anti-inflammatory medication for treating chronic arthritic pain. Of
particular interest is the time it takes for the drug to take effect and how it
compares to an existing medication.

patient_los.sav. This hypothetical data file contains the treatment records of
patients who were admitted to the hospital for suspected myocardial infarction
(M1, or “heart attack”). Each case corresponds to a separate patient and records
many variables related to their hospital stay.

patlos_sample.sav. This hypothetical data file contains the treatment records of a
sample of patients who received thrombolytics during treatment for myocardial
infarction (MI, or “heart attack”). Each case corresponds to a separate patient and
records many variables related to their hospital stay.
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polishing.sav. Thisisthe“Nambeware Polishing Times’ datafile from the Dataand
Story Library. It concerns the efforts of a metal tableware manufacturer (Nambe
Mills, Santa Fe, N. M.) to plan its production schedule. Each case represents a
different item in the product line. The diameter, polishing time, price, and product
type are recorded for each item.

poll_cs.sav. Thisis ahypothetical datafile that concerns pollsters' efforts to
determine the level of public support for a bill before the legislature. The cases
correspond to registered voters. Each case records the county, township, and
neighborhood in which the voter lives.

poll_cs_sample.sav. This hypothetical data file contains a sample of the voters
listed in poll_cs.sav. The sample was taken according to the design specified in
the poll.csplan plan file, and this data file records the inclusion probabilities and
sample weights. Note, however, that because the sampling plan makes use of

a probability-proportional-to-size (PPS) method, there is also afile containing
the joint selection probabilities (poll_jointprob.sav). The additional variables
corresponding to voter demographics and their opinion on the proposed bill were
collected and added the data file after the sample as taken.

property_assess.sav. Thisis ahypothetica datafile that concerns a county
assessor’s efforts to keep property value assessments up to date on limited
resources. The cases correspond to properties sold in the county in the past year.
Each case in the data file records the township in which the property lies, the
assessor who last visited the property, the time since that assessment, the valuation
made at that time, and the sale value of the property.

property_assess_cs.sav. Thisis ahypothetical data file that concerns a state
assessor’s efforts to keep property value assessments up to date on limited
resources. The cases correspond to properties in the state. Each case in the data
file records the county, township, and neighborhood in which the property lies, the
time since the last assessment, and the valuation made at that time.

property_assess_cs_sample.sav. This hypothetical data file contains a sample of
the properties listed in property_assess cs.sav. The sample was taken according
to the design specified in the property_assess.csplan plan file, and this datafile
records the inclusion probabilities and sample weights. The additional variable
Current value was collected and added to the datafile after the sample was taken.

recidivism.sav. Thisis a hypothetical data file that concerns a government law
enforcement agency'’s efforts to understand recidivism rates in their area of
jurisdiction. Each case corresponds to a previous offender and records their
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demographic information, some details of their first crime, and then the time until
their second arrest, if it occurred within two years of the first arrest.

recidivism_cs_sample.sav. Thisis a hypothetical data file that concerns a
government law enforcement agency’s efforts to understand recidivism rates

in their area of jurisdiction. Each case corresponds to a previous offender,
released from their first arrest during the month of June, 2003, and records
their demographic information, some details of their first crime, and the data
of their second arrest, if it occurred by the end of June, 2006. Offenders were
selected from sampled departments according to the sampling plan specified in
recidivism_cs.csplan; because it makes use of a probability-proportional-to-size
(PPS) method, there is also a file containing the joint selection probabilities
(recidivism_cs jointprob.sav).

rfm_transactions.sav. A hypothetical data file containing purchase transaction
data, including date of purchase, item(s) purchased, and monetary amount of
each transaction.

salesperformance.sav. Thisis ahypothetical datafile that concerns the evaluation
of two new sales training courses. Sixty employees, divided into three groups, al
receive standard training. In addition, group 2 gets technical training; group 3,

a hands-on tutorial. Each employee was tested at the end of the training course
and their score recorded. Each case in the data file represents a separate trainee
and records the group to which they were assigned and the score they received
on the exam.

satisf.sav. Thisis a hypothetical datafile that concerns a satisfaction survey
conducted by aretail company at 4 store locations. 582 customers were surveyed
in all, and each case represents the responses from a single customer.

screws.sav. This data file contains information on the characteristics of screws,
bolts, nuts, and tacks .

shampoo_ph.sav. Thisisahypothetical datafile that concerns the quality control at
afactory for hair products. At regular timeintervals, six separate output batches
are measured and their pH recorded. The target rangeis 4.5-5.5.

ships.sav. A dataset presented and analyzed elsewhere that concerns damage to
cargo ships caused by waves. The incident counts can be modeled as occurring
at a Poisson rate given the ship type, construction period, and service period.
The aggregate months of service for each cell of the table formed by the
cross-classification of factors provides values for the exposure to risk.
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site.sav. Thisisahypothetical datafile that concerns a company’s efforts to choose
new sites for their expanding business. They have hired two consultants to
separately evaluate the sites, who, in addition to an extended report, summarized
each site asa“good,” “fair,” or “poor” prospect.

siteratings.sav. Thisisahypothetical datafile that concerns the beta testing of an
e-commerce firm's new Web site. Each case represents a separate beta tester, who
scored the usability of the site on a scale from 0-20.

smokers.sav. Thisdatafileis abstracted from the 1998 National Household Survey
of Drug Abuse and is a probability sample of American households. Thus, the
first step in an analysis of this data file should be to weight the data to reflect
population trends.

smoking.sav. Thisisa hypothetica table introduced by Greenacre . The table of
interest is formed by the crosstabul ation of smoking behavior by job category. The
variable Staff Group contains the job categories S Managers, Jr Managers,
Employees, Jr Employees, and Secretaries, plus the category National Average,
which can be used as supplementary to an analysis. The variable Smoking contains
the behaviors None, Light, Medium, and Heavy, plus the categories No Alcohol
and Alcohol, which can be used as supplementary to an analysis.

storebrand.sav. Thisis a hypothetical data file that concerns a grocery store
manager’s efforts to increase sales of the store brand detergent relative to other
brands. She puts together an in-store promotion and talks with customers at
check-out. Each case represents a separate customer.

stores.sav. This datafile contains hypothetical monthly market share data for
two competing grocery stores. Each case represents the market share datafor a
given month.

stroke_clean.sav. This hypothetical data file contains the state of a medical
database after it has been cleaned using procedures in the Data Preparation option.

stroke_invalid.sav. This hypothetical data file containsthe initial state of amedical
database and contains several data entry errors.

stroke_survival. This hypothetical data file concerns survival times for patients
exiting a rehabilitation program post-ischemic stroke face a number of challenges.
Post-stroke, the occurrence of myocardial infarction, ischemic stroke, or
hemorrhagic stroke is noted and the time of the event recorded. The sampleis
left-truncated because it only includes patients who survived through the end of
the rehabilitation program administered post-stroke.
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stroke_valid.sav. This hypothetical datafile contains the state of amedical database
after the values have been checked using the Validate Data procedure. It still
contains potentially anomalous cases.

survey_sample.sav. This hypothetical data file contains survey data, including
demographic data and various attitude measures.

tastetest.sav. Thisis ahypothetical datafile that concerns the effect of mulch color
on the taste of crops. Strawberries grown in red, blue, and black mulch were rated
by taste-testers on an ordinal scale of 1 to 5 (far below to far above average). Each
case represents a separate taste-tester.

telco.sav. Thisis ahypothetical datafile that concerns a telecommunications
company’s efforts to reduce churn in their customer base. Each case corresponds
to a separate customer and records various demographic and service usage
information.

telco_extra.sav. Thisdatafileis similar to the telco.sav data file, but the “tenure”
and log-transformed customer spending variables have been removed and replaced
by standardized log-transformed customer spending variables.

telco_missing.sav. This datafile is a subset of the telco.sav datafile, but some of
the demographic data values have been replaced with missing values.

testmarket.sav. This hypothetical data file concerns afast food chain’s plans to
add a new item to its menu. There are three possible campaigns for promoting
the new product, so the new item isintroduced at locations in several randomly
selected markets. A different promotion is used at each location, and the weekly
sdes of the new item are recorded for the first four weeks. Each case corresponds
to a separate | ocation-week.

testmarket_1month.sav. This hypothetical datafile is the testmarket.sav data file
with the weekly sales “rolled-up” so that each case corresponds to a separate
location. Some of the variables that changed weekly disappear as aresult, and the
sdes recorded is now the sum of the sales during the four weeks of the study.

tree_carsav. Thisis ahypothetical datafile containing demographic and vehicle
purchase price data.

tree_credit.sav. Thisisahypothetical data file containing demographic and bank
loan history data.

tree_missing_data.sav Thisis a hypothetical datafile containing demographic and
bank loan history data with alarge number of missing values.
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tree_score_car.sav. Thisis ahypothetical data file containing demographic and
vehicle purchase price data.

tree_textdata.sav. A simple datafile with only two variables intended primarily
to show the default state of variables prior to assignment of measurement level
and value labels.

tv-survey.sav. Thisisahypothetical datafile that concerns a survey conducted by a
TV studio that is considering whether to extend the run of a successful program.
906 respondents were asked whether they would watch the program under various
conditions. Each row represents a separate respondent; each column is a separate
condition.

ulcer_recurrence.sav. This file contains partial information from a study designed
to compare the efficacy of two therapies for preventing the recurrence of ulcers. It
provides a good example of interval-censored data and has been presented and
analyzed elsewhere .

ulcer_recurrence_recoded.sav. This file reorganizes the information in
ulcer_recurrence.sav to allow you model the event probability for each interval
of the study rather than simply the end-of-study event probability. It has been
presented and analyzed elsewhere .

verd1985.sav. This datafile concerns asurvey . The responses of 15 subjectsto 8
variables were recorded. The variables of interest are divided into three sets. Set 1
includes age and marital, set 2 includes pet and news, and set 3 includes music and
live. Petis scaled as multiple nominal and age is scaled as ordinal; al of the other
variables are scaled as single nominal.

virus.sav. Thisisahypothetical datafile that concerns the efforts of an Internet
service provider (ISP) to determine the effects of a virus on its networks. They
have tracked the (approximate) percentage of infected e-mail traffic on its networks
over time, from the moment of discovery until the threat was contained.

waittimes.sav. Thisisahypothetical datafile that concerns customer waiting times
for service at three different branches of alocal bank. Each case corresponds to

a separate customer and records the time spent waiting and the branch at which
they were conducting their business.

webusability.sav. Thisisahypothetical datafile that concerns usability testing of
anew e-store. Each case corresponds to one of five usability testers and records
whether or not the tester succeeded at each of six separate tasks.



133

Sample Files

m  wheeze_steubenville.sav. Thisis a subset from alongitudinal study of the health
effects of air pollution on children . The data contain repeated binary measures
of the wheezing status for children from Steubenville, Ohio, at ages 7, 8, 9 and

10 years, along with afixed recording of whether or not the mother was a smoker
during the first year of the study.

m  workprog.sav. Thisis ahypothetical datafile that concerns a government works
program that tries to place disadvantaged people into better jobs. A sample of
potential program participants were followed, some of whom were randomly

selected for enrollment in the program, while others were not. Each case represents
a separate program participant.
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