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roots  were  calculated.  T h e  roots  are  l is ted in Tab l e  1 and  p o r t r a y e d  

graphica l ly  in Fig.  2. 

I n  t he  real  da ta ,  16 of t he  roots  are  g rea te r  t h a n  1.0. I f  the  resul ts  

g iv ing  the  curve  Ro are  accep ted  a t  face value ,  however ,  and  the  ra t iona le  

ou t l ined  above  is used, on ly  nine fac tors  would  be indica ted .  In te res t ing ly ,  

t he re  is someth ing  of  an  inf lect ion in  t h e  real  d a t a  cu rve  a t  th is  po in t .  T h e  

ra t io  of t h e  t e n t h  roo t  to  the  n in th  is small .  Some  rules  for  when  to  s top 

fac tor ing  are, in effect, based on t h e  a s sumpt ion  t h a t  t he re  should be  a r a t h e r  

TABLE 1 

Latent Roots for Random and Real Data 

Root Real Data Random Data Root Real Data Random Data 
Number Root Root Number Root Root 

1 

2 
3 
4 
5 
6 
7 
8 

9 

10 
t t  
t2 
13 
14 
15 
16 
17 
18 
19 
20 
21 
22 
23 
24 
25 
26 
27 
28 
29 
30 
31 
32 
33 

12.29 2.10 
4.86 1.95 
3.75 1.9i 
2.83 i.83 
2.i4 1.76 
i.84 1.72 
1.78 1.67 
1.69 i.64 
i.62 1.61 
1.39 i.56 
1.33 i.54 
1.25 i.52 
1.21 i.50 
1.15 1.42 
1.09 i.40 
1.03 t.38 
.98 1.34 
.96 t .3t  
.92 1.28 
.88 i.25 
.85 1,23 
.80 1.18 
.79 i . t7  
.77 i . i l  
.76 1.t0 
.73 1.07 
.70 1.07 
.68 1.03 
.66 i.Ol 
.64 1.00 
.63 .99 
.62 .92 
.59 ,91 

34 
35 
36 
37 
38 
39 
40 
4i 
42 
43 
44 
45 
46 
47 
48 
49 
50 
5i 
52 
53 
54 
55 
56 
57 
58 
59 
60 
6t 
62 
63 
64 
65 

.55 .90 

.53 .87 

.52 .85 

.5i .83 

.49 .8i 

.48 .80 

.47 .79 

.45 .75 

.44 .75 

.42 .73 

.4O .71 

.39 .67 

.38 .66 

.38 .65 

.36 .63 

.34 ~ .62 

.32 .60 
,31 .59 
.30 .58 
.30 .56 
.27 .54 
.27 .5t 
.24 .50 
• 22 .49 
.21 .47 
.i9 .46 
.19 .42 
.18 .40 
.18 .40 
.16 .36 
. i4 .32 
.13 .31 
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sudden drop in the variance accounted for by a factor after the last true 

factor has been calculated. In the present case, application of this kind of 
rule leads to the estimation of the same number of factors as is suggested 
by the method developed in this paper. While this is an interesting outcome 
and suggests a hypothesis to be examined, the results here are not presented 
as a test of the hypothesis of congruency of the two approaches. Such a 
test would require variation over several samples of real data as well as 
variation over several samples of random variables. 

I t  is to be hoped, of course, that the sampling theory required by the 
rationale given here will soon be developed to the point where the genera- 
tion of samples of random variables will not be needed. Meanwhile, how- 
ever, the procedures illustrated above can be rather easily adopted at  any 
institution where fast computer facilities are available. The test based on 
random variables can be included in standard programs and used routinely. 
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